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#### Abstract

The recent results of muon $g-2$ experiment conducted at Fermilab, USA has created a sensation in the field of particle physics. The gyromagnetic ratio ' $g$ ' of muon found from muon $g-2$ experiments differ from the Standard Model expectation value of 2 . This paper explores the significance of muon and compares the results obtained from various muon $g-2$ experiments conducted at different laboratories across the World. The prospects of muon and the underlying hints of muon anomaly to explore the physics beyond the Standard Model has also been highlighted.


## 1 Introduction

Muon, a heavier relative of the electron is a point-like particle. Unlike proton it has no composite parts, so the properties of the muon is all it's own. Muon is 207 times heavier than an electron, which makes it more sensitive to new types of virtual particles [1]. A muon has intrinsic magnetic
property. Moreover, like a spinning top, it also has an angular momentum, called spin. Therefore muons gyromagnetic ratio ' $g$ ' is determined by its magnetic strength and rate of its magnetic gyration. The muon $g-$ 2 experiment has been assigned such a name basing on the fact that the gyromagnetic ratio ' $g$ ' of muon differs from the Standard Model expected value of 2 . This anomaly is called the anomalous magnetic moment of the muon and this anomaly is now challenging the Standard Model of physics. In a recent experiment of muon $g-2$ conducted at Fermilab, USA, scientists have found that this subatomic particle muon is disobeying the highly accepted theories of particle physics prescribed in the Standard Model. The Standard Model developed in 1970, is the widely accepted mathematical explanation for the known and predicted behavior of all the particles of the Universe. The significant disagreement between the particle's newly measured behavior and the Standard Model appropriate behavior hints that the Universe may contain unseen particles
and forces beyond the purview of the Standard Model. The recent experimental results from various laboratories across the globe have also provided enough evidence that this tiny subatomic particle, muon seems to be disobeying the known laws of physics. Muon $g-2$ is a particle physics experiment conducted at Fermilab, USA to measure the anomalous magnetic dipole moment of a muon to a precision of 0.14 parts per million. The experimenters believe that muon $g-2$ anomalies will better understand the properties of muon and use them to probe the future prospect of the Standard Model physics.

In this article, we review the significance of muon and its magnetic moment anomaly that may lead to physics beyond the Standard Model and its prospect.

## 2 Significance of Muon

Like all other planets in the Universe, every moment Earth is hit by enormous number of very high energy particles and nuclei originating from astrophysical sources called primary cosmic rays [2]. Further the interaction of these primary cosmic rays with Earth atmosphere ( 15 km ) creates a shower of many other particles. The shower of these particles especially includes electronpositron ( $\mathrm{e}^{+} \mathrm{e}^{-}$) pairs, muons ( $\mu^{ \pm}$) and neutrinos $\left(\bar{v}_{\mu}, v_{\mu}\right)$. The neutral pi-mesons $\left(\pi^{0}\right)$ decay to photons $(\gamma)$, which further create $\mathrm{e}^{+} \mathrm{e}^{-}$pairs. However, the decay chain of charged mesons ( $\pi^{ \pm}$) produces $\mu^{ \pm}$and
$v_{\mu}\left(\bar{v}_{\mu}\right)$ as shown in Eq. 1

$$
\begin{equation*}
\pi^{ \pm} \rightarrow \mu^{ \pm}+v_{\mu}\left(\bar{v}_{\mu}\right) \tag{1}
\end{equation*}
$$

The discovery of muons had taken place in 1930s by the working group of Anderson and Neddermeyer while observing a photograph of a highly penetrating track of minimum ionized particle in the cloud chamber from cosmic ray. Like electrons, the positive charge of muon represents its antiparticle and there are no neutral muons. Muons can also be produced artificially in high energy collisions at an accelerator using the same channel. Positive and negative muons have the same rest mass of $106 \mathrm{MeV} / \mathrm{c}^{2}$ and the same spin of $1 / 2$. Both decay with a relatively long mean life of $2.2 \mu \mathrm{~s}$ into electrons and neutrinoantineutrino pairs as given in Eq, 2 . The long mean lifetime of muon allows scientists to make precision measurements of its properties before it decays to respective particles and anti-particles.

$$
\begin{equation*}
\mu^{ \pm} \rightarrow e^{ \pm}+\bar{v}_{\mu}\left(v_{\mu}\right)+v_{e}\left(\bar{v}_{e}\right) \tag{2}
\end{equation*}
$$

Because of their relatively slow lifetime, they can reach the Earths surface with speed of light. Before reaching the ground, they roughly lose about 2 GeV energy to ionization while traveling through the Earth atmosphere. Thus, they are the most numerous charged particles of cosmic ray found at sea level. The energy loss and decay of muon ultimately reflects its energy and angular distribution spectrum at the sea level. So, the mean energy of the muons at the ground or sea level is $\sim 4 \mathrm{GeV}$.

## 3 Magnetic Moment Anomaly

Analogous to classical mechanics in quantum mechanics, the intrinsic spin angular momentum ( $\vec{S}$ ) of an elementary charged particle produces magnetic dipole moment ( $\vec{\mu}$ ) as expressed in Eq. 3 .

$$
\begin{equation*}
\vec{\mu}=g \frac{q}{2 m} \vec{S} \tag{3}
\end{equation*}
$$

Where, $\mathrm{q}= \pm \mathrm{e}$ is the charge of the particle in terms of the magnitude of the electron charge $e, m$ is the mass of the charged particle, and the proportionality constant $g$ is the gyromagnetic ratio also called $g$-factor. Stern-Gerlach in 1921 while studying atomic and sub-atomic magnetic moments of silver atom, and in 1927 Phipps and Taylor while studying hydrogen atom, the g-factor of the electron was found to be 2 . The factor of 2 was obtained from the experimental observation of a two-band structure of the sample atoms with a separation of one Bohr magneton ( $\mu_{\mathrm{B}}=\frac{e \hbar}{2 m_{e}}$ ) which is due to the unpaired spin of an atomic electron. However, the Diracs (1927) relativistic wave equation for electron is also in good agreement with its experimentally observed $g$ value. Despite the success of the Dirac equation, the discrepancies with Dirac theory was accounted for by introducing a radiative correction term by Schwinger in 1947 while explaining hyperfine structure in hydrogen atom. This radiative correction (Figure 1 (b)) term is called one-loop (lowest order) correction to $g_{\mu}^{S M}=2$ (Figure 1(a)). This radiative correction term is also true for electron sibling i.e muon ( $\mu$ ) resulting in g-factor
$\left(g_{\mu}\right)$ greater than 2.


Figure 1: The Feynman diagrams for: (a) $g_{\mu}^{\mathrm{SM}}=$ 2; (b)The lowest order radiative correction.

So theoretically, the general expression for muon magnetic moment [3] can be written as,

$$
\begin{equation*}
\mu=\left(1+a_{\mu}\right) \frac{q \hbar}{2 m}, \tag{4}
\end{equation*}
$$

where, $a_{\mu}=\frac{g_{\mu}-2}{2}$ is a dimensionless quantity and is referred as the anomaly. The corresponding magnetic moment is called anomalous magnetic moment. As the experiments are measuring muon $g$-factor which deviates from 2, hence their name is muon $g-2$ experiments.

## 4 Muon $g-2$ Experimental Results

The kinematics of muon decay is central to the measurement of muon anomaly [4]. Because of parity violation in weak interaction, the decay of charged pions produce longitudinally polarized muons. When muons are injected into the uniform magnetic field, the decay electron/positron provides the muon spin direction. By measuring the muon
cyclotron frequency and the spin precession frequency, the anomalous angular frequency can be obtained from which anomalous magnetic moment $\left(a_{\mu}\right)$ can be determined. The precision in the measurements in the muon anomaly from successive experiments conducted at various laboratories across the World are listed below. In 1960, the Columbia University was the first to measure the muon magnetic moment with a precision of about $5 \%$ showing the same value of ' $g$ ' as that of electron [5].

### 4.1 Muon $g-2$ Experiment at CERN

The muon $g-2$ experiments began at CERN using cyclotron in 1959, and the first result was published in 1961 with $2 \%$ precision and the next result was published with $0.4 \%$ precision. In 1966 using ProtonSynchrotron, the result showed a quantitative discrepancy between the experimental and the theoretical values of $a_{\mu}$ with 25 times more precise than the previous ones. To avoid the systematic difficulties of the existing experiment, the third muon storage ring [6] experiment at CERN (1969 1976), confirmed the theory with a precision of $0.0007 \%$ [6] at a particular energy called magic energy i.e. 3.1 GeV [6]. The storage ring uses electric quadrupoles for vertical focusing of the beam. The electric field due to these electric quadrupoles creates motional magnetic field in the rest frame of muon. This motional magnetic field affect the spin precession frequency and hence the anomalous angular frequency of muon. This
additional contribution to anomalous angular frequency vanishes at a particular energy called magic energy. Moreover, at magic energy the anomalous angular frequency of muon depends only on applied magnetic field. Hence it becomes easy to estimate the anomalous angular frequency of muon [6].

### 4.2 Muon $g-2$ Experiment at BNL

After 20 years later, the muon storage ring experiment at Brookhaven National Laboratory (BNL) [7] achieved a new standard in precision at the same magic energy of 3.1 GeV. It had used the same measurement principle as CERN but with a very high-intensity beam and directly injecting muons to the storage ring instead of pions. The experiment took data with positive and negative muons separately between 1997 to 2001. The final result obtained was in accordance with similar precision from positive and negative muons data, which were found to be inconsistent with the Standard Model theory contributing to new physics.

### 4.3 Muon $g-2$ Experiment at FNAL

The muon $g-2$ experiments at Fermi National Accelerator Laboratory (FNAL) [8] measured $a_{\mu}$ using the same muon storage ring as used at BNL but with improved magnetic field intrinsic uniformity. It also used a similar concept as executed in BNL for the anomaly measurement. The FNAL result is found to be in excellent agreement with the previous BNL measurement only with 3.3
standard deviations greater than the Standard Model prediction. The estimated value
of $a_{\mu}$ in Standard Model is $1659181.0 \pm 4.3 \times$ $10^{-10}$ [9].

The results of $a_{\mu}$ obtained from above mentioned experiments are listed in table below. The error in the results includes quadrature combination of systematic, statistical and fundamental constant uncertainties.

| Experiment | Years | $a_{\mu}$ | Reference |
| :---: | :---: | :---: | :---: |
| CERN | 1979 | $1165924 \pm 8.5 \times 10^{-9}$ | $[6]$ |
| BNL | 1999,2000, | $11659208.0 \pm 6.3 \times 10^{-10}$ | $[7]$ |
| Average | 2001 |  |  |
| FNAL | 2021 | $11659204.0 \pm 5.4 \times 10^{-10}$ | $[8]$ |
| BNL, FNAL | 2021 | $11659206.1 \pm 4.1 \times 10^{-10}$ | $[8]$ |

## 5 Future Scope

The recent result of muon $g-2$ is quite exciting and possibly hints towards the explanation of quires that the Standard Model has lacked behind. Generally, antimatter is created by radioactive decay and is also produced by cosmic rays and lightning. But within a very short duration, the produced antimatter bounce into matter resulting in more matter than antimatter in the Universe. Similarly, dark matter has not been explained by the Standard Model as it does not interact electromagnetically but constitute the crucial part of the origin of the Universe. The muon magnetic anomaly is not only sensitive to all four fundamental interactions of the Standard Model but also can reveal a new type of fundamental interaction. So the anomaly may explain this new type of interaction which may
exist beyond the Standard Model, matterantimatter asymmetry, and the possible existence of dark matter in the Universe, etc.

Apart from the above-mentioned facts during last few decades the amazing muon has been used as a tool for betterment of science and society because of the advanced technology deployed in nuclear and particle physics [10]. At first, they were used in the 1960s to take X-ray photography of Chephrens pyramid to investigate hidden and unknown chambers, by the method of absorption of muons (attenuation of the cosmic-ray flux) while passing through it. Muons have also been used to probe the geological structure of the volcano, Mt. Asama, Japan in 2004 and confirmed the complete meltdown of the Japanese Fukushima reactor in the 2011 disaster. Using cosmic-ray muons, now-a-days with more developed detectors and tech-
niques have opened up the possibility to image precisely very large volume containers, cargo vehicles, train stations, etc. to detect any explosive materials (bombs, fissile material).

Muons are being used to study the properties of new compound materials that have the potential to provide novel semiconductors for the electronics industry or roomtemperature superconductors and also has capability to observe the phenomena of "magnetricity" in "spin-ice" (i.e. magnetic version of electronics). This technique was first used at the UK ISIS facility using accelerator generated muons.

## 6 Summary

The Universe is the embodiment of particles. The observed behavior of the particles is governed by certain forces. To understand, describe and predict the nature and behavior of all the particles of the Universe physicists have framed a model called Standard Model. This model has been developed taking into account all particles and forces discovered so far. The Standard Model is a valid model which successfully describes the observed and predicted behaviors of all known particles of the Universe. However, disagreement of observed results from the predicted results of the Standard Model raises two pertinent questions :

- Is Standard Model theory is valid Universally?
- Are there new, as yet unobserved particles and forces that exist in nature?

A popularly addressed muon $g-2$ experiment recently conducted at Fermilab, USA, with highest precision has created a new sensation in the world of particle physics. It has been confirmed from the experiment that the gyromagnetic ratio $g$ of the muon differs from the simple expectation of 2. Hence, this disagreement has opened up many possibilities and many questions also. Muon $g-2$ sensation may create a new theory in the near future.
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#### Abstract

This paper shows that the delta function can be displayed independently in a generalized space. We show why the delta function is important in a generalized space. In this regard, we review the essential properties of the delta function on the smooth manifold. Then, we deduce the Heisenberg canonical computational relation and a universal formula for the adjoint of a linear operator on the smooth manifold by using the definition of delta function in generalized space.


## 1. Introduction

Delta function has been introduced by Dirac in his renowned book [1] as a function which has some very unusual properties. This function is so familiar
for physicists and it has so many applications in different areas of physics and mathematics. There are many reports about this function that are usually associated with its applications in different branches of physics. Some of these applications include a unified representation of the distribution of a function of one or several random variables. It is also applied to model an impulse and other distributions such as a point charge, point mass or electric point. In quantum mechanics, for instance, by using delta function, the canonical commutation relation has been investigated between the momentum and position operators and the Ehrenfest theorem was derived for the free particle. Dirac delta function is one of the examples given for the zeroth theorem of the history of science [2]. There is a
pedagogical paper that illustrates the application of delta function in quantum mechanics through different examples [3]. This function in the form of potential function has been studied many times in non-relativistic quantum mechanics [4-9]. For a useful text to review Delta function in details, see [10].

Some of the most important properties of delta function, which usually exists in the textbooks, are as follows:

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) \delta(x) d x=f(0) \tag{1}
\end{equation*}
$$

where $\delta(x)$ is the delta function and $f(x)$ is a test function that should be continuous. If the $f(x)$ is discontinuous at $x=0$, there is an impressive and good discussion [11]. From (1), we can conclude
$x \delta(x)=0$
One can obtain two results from the above statement. Firstly, the associative law does not hold for delta function. In this case, there is a usual example [12, 13]:
$\left(\frac{1}{x} \cdot x\right) \delta(x)=1 . \delta(x)=\delta(x)$
$\frac{1}{x} .(x \delta(x))=\frac{1}{x} .0=0$
Secondly, we may add any finite multiple of this zero (2) to one side of an equation
$A(x)=B(x)=B(x)+c x \delta(x)$
where $c$ is an arbitrary finite constant. However, if we should divide both sides by $x$, the addition $c \delta(x)$ is no longer zero at $x=0$. Hence $\frac{A(x)}{x}=\frac{B(x)}{x}+c \delta(x)$

Which is not necessarily true for any arbitrary value of $c$. As an example for the above equation we can write
$\frac{d}{d x} \ln x=\frac{1}{x}+c \delta(x)$
where $c=i(2 n+1) \pi$ and $n$ is any integer.
$\frac{A(x)}{x}=\frac{B(x)}{x}+i(2 n+1) \pi \delta(x)$
One of the most important properties of delta function is
$\delta(g(x))=\sum_{a} \frac{\delta(x-a)}{\left|g^{\prime}(a)\right|}$
where $g(a)=0$ and $g^{\prime}(a) \neq 0$ [14]. This equation plays crucial role in the section 5 of our paper. In general, our idea of the generalized delta function is related to employing a generalized space to define delta function.

In section 2 we try to answer the original question: why the representation of delta function in generalized space is important? In section 3 we introduce generalized delta function and its
fundamental properties in generalized space. In section 4, we endeavor to deduce the Heisenberg commutation relation by using generalized delta function; it is worthwhile that we don't use the representation of the momentum operator in generalized space. Finally, in section 5, we show that one of the applications of generalized delta function is computing a universal formula for the adjoint of a linear operator in Hilbert space.

## 2. Why generalized delta function is

## important?

The "relativity revolution" and the "quantum revolution" are among the greatest successes of twentieth-century physics, yet the theories they produced appear to be fundamentally incompatible. General relativity remains a purely classical theory and describes the geometry of space and time as smooth and continuous, whereas quantum mechanics is related to microscopic world. Many attempts have been made to unify two theories, and one of the ideas to the unification of these theories is quantized gravity [15-19].

Just as the orthonormality condition for two vectors in continuum space is the Dirac delta function, we need to display this function in generalized space to represent Hilbert space. Therefore, generally for the representation of quantum mechanics in generalized space, it is necessary to know the form of the delta function.

For example, to deduce momentum operators in generalized space one can use generalized delta function. In the renowned paper [20], directly and according to the generalized delta function, the momentum operator has been represented.

Now, there are different approaches to represent the momentum operators in generalized space [20-27]. The form of the momentum operators in generalized space is as follows:

$$
\begin{equation*}
P_{i}=-i \hbar\left(\frac{\partial}{\partial x^{i}}+\frac{1}{2} \Gamma_{j i}^{j}\right)=-i \hbar \frac{1}{\sqrt[4]{g}} \frac{\partial}{\partial x^{i}} \sqrt[4]{g} \tag{10}
\end{equation*}
$$

where $\Gamma_{j i}^{j}(x)=\frac{\partial}{\partial x^{i}} \ln (\sqrt{g(x)})$. where $\Gamma_{j i}^{j}$ is the Christofell symbol and is defined by $\Gamma_{j i}^{j}(x)=\frac{\partial}{\partial x^{i}} \ln (\sqrt{g(x)})$.

Also, recently the representation of the inverse momentum operator in generalized space has been obtained [28].

## 3. Generalized delta functions

Suppose a manifold with an atlas consisting of only one chart, equipped with the metric $g_{i j}: i, j=1,2, \ldots, n ; n$ being the dimension of the manifold. The manifold is such that there exists a global one-to-one correspondence between the points of the manifold and $\mathbb{R}^{n}$. Therefore, we will work only within the system of the coordinates $x^{i}$ defined on all $\mathbb{R}^{n}$ representing the manifold. The
metric is $d s^{2}=g_{i j}(x) d x^{i} d x^{j}$ where $g \equiv\left|\operatorname{det} g_{i j}\right|$. From the reference [3], we define the normalized kets $|x\rangle$ in coordinate representation of the Hilbert space in generalized space so that
$X^{i}|x\rangle \equiv|x\rangle x^{i}, \int d^{n} x \sqrt{g}|x\rangle\langle x|=1$
In equation (11), $X^{i}$ is an operator with real eigenvalues $x^{i}$. Note that, $x^{i}$ are the coordinates that cover all $\mathbb{R}^{n}$.

At first we consider the normalized eigenvectors of position which satisfy
$\left\langle x^{\prime} \mid x^{\prime \prime}\right\rangle=\delta\left(x^{\prime}, x^{\prime \prime}\right)$
where $\delta\left(x^{\prime}, x^{\prime \prime}\right)$ is the generalized delta function [4]. We can define
$\delta\left(x^{\prime}, x^{\prime \prime}\right)=0$ for $x^{\prime} \neq x^{\prime \prime}$

And
$\int \zeta\left(x^{\prime}\right) \delta\left(x^{\prime}, x^{\prime \prime}\right) h\left(x^{\prime}\right)=h\left(x^{\prime \prime}\right)$
where $\zeta$ is the invariant volume element $\zeta\left(x^{\prime}\right)=g^{\frac{1}{2}}\left(x^{\prime}\right) d^{n} x^{\prime}$, and $g$ is the square root of the absolute value of the determinant of the metric matrix.

The relation between the delta function and the generalized delta function is as following
$\delta\left(x^{\prime}, x^{\prime \prime}\right)=\frac{\delta\left(x^{\prime}-x^{\prime \prime}\right)}{\sqrt{g\left(x^{\prime}\right)}}=\frac{\delta\left(x^{\prime}-x^{\prime \prime}\right)}{\sqrt{g\left(x^{\prime \prime}\right)}}$
Since we know that $\left(x^{\prime i}-x^{\prime i}\right) \delta\left(x^{\prime}, x^{\prime \prime}\right)=0$ and $\frac{\partial}{\partial x^{\prime j}}\left(x^{{ }^{i}}-x^{" i}\right)=\delta_{j}^{i}$, then one can write
$\left(x^{\prime i}-x^{\prime \prime i}\right) \frac{\partial}{\partial x^{\prime j}} \delta\left(x^{\prime}, x^{\prime \prime}\right)=-\delta_{j}^{i} \delta\left(x^{\prime}, x^{\prime \prime}\right)$

From the basic point $f(x) \delta(x)=f(0) \delta(x)$ we have

$$
\begin{equation*}
f(x) \delta^{\prime}(x)=f(0) \delta^{\prime}(x)-f^{\prime}(0) \delta(x) \tag{17}
\end{equation*}
$$

Now, by using the equations (15) and (17) we obtain

$$
\frac{\partial}{\partial x^{\prime i}} \delta\left(x^{\prime}, x^{\prime \prime}\right)=
$$

$$
\begin{equation*}
\frac{1}{\sqrt{g\left(x^{\prime \prime}\right)}} \frac{\partial}{\partial x^{\prime i}} \delta\left(x^{\prime}-x^{\prime \prime}\right)-\frac{\delta\left(x^{\prime}-x^{\prime \prime}\right)}{\sqrt{g\left(x^{\prime}\right)}} \frac{\partial}{\partial x^{\prime i}} \ln \left(\sqrt{g\left(x^{\prime}\right)}\right) \tag{18}
\end{equation*}
$$

Again, with respect to the property of the ordinary delta function, that is
$\frac{\partial}{\partial x^{\prime \prime}} \delta\left(x^{\prime}-x^{\prime \prime}\right)=-\frac{\partial}{\partial x^{\prime}} \delta\left(x^{\prime}-x^{\prime \prime}\right)$
we can differentiate the generalized delta function in different points:

$$
\begin{equation*}
\frac{\partial}{\partial x^{" i}} \delta\left(x^{\prime}, x^{"}\right)=\frac{-1}{\sqrt{g\left(x^{\prime \prime}\right)}} \frac{\partial}{\partial x^{" i}} \delta\left(x^{\prime}-x^{\prime \prime}\right) \tag{19}
\end{equation*}
$$

After comparing equations (18) and (19) we obtain the final equation

$$
\begin{equation*}
\frac{\partial}{\partial x^{\prime i}} \delta\left(x^{\prime}, x^{\prime \prime}\right)=-\frac{\partial}{\partial x^{\prime i}} \delta\left(x^{\prime}, x^{\prime \prime}\right)-\Gamma_{j i}^{j} \delta\left(x^{\prime}, x^{"}\right) \tag{20}
\end{equation*}
$$

Note that, Equation (20) can be used directly to calculate the momentum operator in a generalized space [20].

## 4. Heisenberg commutation relation

The canonical commutation relation has been investigated in ref. [29] between the momentum and position operators and the Ehrenfest theorem was derived for the free particle. The only assumption in this reference is the spatial uniformity of the probability density to find the particle. In any way, here we are looking for the representation of generalized delta function and its fundamental properties. We can show that the properties of a generalized delta function are very different from those of a Dirac delta function and that they behave like a pole in the complex plane.

Now, we can define the pure wave plane on the mentioned manifold

$$
\begin{equation*}
\langle x \mid p\rangle=\langle p \mid x\rangle^{*}=\frac{e^{i p . x}}{(2 \pi \hbar)^{\frac{n}{2}}} \tag{21}
\end{equation*}
$$

And

$$
\begin{equation*}
\frac{1}{\sqrt{g(X)}} \int d^{n} p|p\rangle\langle p|=\int d^{n} p|p\rangle\langle p| \frac{1}{\sqrt{g(X)}}=1 \tag{22}
\end{equation*}
$$

Without the momentum operator representation in generalized space, we indicate the canonical relation between position and momentum operators.

According to the definition (11) and by using the equation (22) we can write

$$
\begin{aligned}
& {\left[X^{i}, P_{j}\right]=X^{i} P_{j}-P_{j} X^{i}} \\
& =\int d^{n} x d^{n} p\left(x^{i} p_{j}\right)|x\rangle\langle x \mid p\rangle\langle p|-\int d^{n} x d^{n} p\left(p_{j} x^{i}\right)|p\rangle\langle p \mid x\rangle\langle x|
\end{aligned}
$$

Now with respect to the equation (21) we can continue the procedure to find

$$
\begin{align*}
& \left.=\int d^{n} x d^{n} x^{\prime} \frac{d^{n} p}{(2 \pi \hbar)^{\frac{n}{2}}} \sqrt{g\left(x^{\prime}\right)}\left(x^{i} p_{j}\right) e^{\left[\frac{i p, x^{i}}{\hbar}\right.} e^{\frac{-i p, x^{i}}{\hbar}}|x\rangle\left\langle x^{\prime}\right|-e^{-\frac{i p, x^{i}}{\hbar}} e^{\frac{-i p}{} \frac{x^{i}}{n}}\left|x^{\prime}\right\rangle\langle x|\right] \\
& =-i \hbar \int d^{n} x d^{n} x^{\prime} x^{i}\left[|x\rangle\left\langle x^{\prime}\right| \frac{\partial}{\partial x_{j}} \delta^{n}\left(x-x^{\prime}\right)-\left|x^{\prime}\right\rangle\langle x| \frac{\partial}{\partial x_{j}^{\prime}} \delta^{n}\left(x^{\prime}-x\right)\right] \\
& =i \hbar \delta_{j}^{i} \int d^{n} x \sqrt{g(x)}|x\rangle\langle x|=i \hbar \delta_{j}^{i} \tag{23}
\end{align*}
$$

We have used equation (16) to derive the above result.

## 5. Application of generalized delta function

In this section we consider two explicit examples for generalized delta function. One of them is the application of the equation (20). Indeed, this equation is used directly to obtain the momentum representation in the generalized space as it seen in ref. [20], in detail.

For other example, same of the ref. [31], we can obtain a universal formula for the adjoint of arbitrary operator with respect to the generalized delta function.

Consider an operator $A$ corresponding to the diffeomorphism $f$ which is defined as $A|x\rangle=|f(x)\rangle$. Note that, $x$ is the member of manifold $M$ and also $f$ is a function such that $f: M \rightarrow M$. From definition of $A$, we conclude that $\langle x| A^{\dagger}|y\rangle=\delta(f(x), y)$. By defining $z$ through $z=f(x)$ we can get

$$
\begin{align*}
& \zeta(z)=g(z) d^{n} z=g(z)\left|\operatorname{det}\left(\frac{\partial z}{\partial x}\right)\right| d^{n} x \\
& \left.=\left(\frac{g o f}{g}\right)(x) \right\rvert\, \operatorname{det}[(D(f)(x)] \mid \zeta(x) \tag{24}
\end{align*}
$$

Now we can write
$\zeta[f(x)]=\left(\frac{f^{*} g}{g}\right)(x) \zeta(x)$
where $f$ * is the pullback of $f$ and we have
$\left(f^{*} g\right)_{\mu \nu}(x)=\left\{g_{\alpha \beta}[f(x)]\right\} \frac{\partial f^{\alpha}}{\partial x^{\mu}} \frac{\partial f^{\beta}}{\partial x^{v}}$
Using the equation (25), we find the following expression
$\int \zeta(x) \delta(f(x), y) h(x)=\int \zeta(z)\left(f^{-1}(z)\right) \delta(z, y) h\left(f^{-1}(z)\right)$
$=\left(\frac{g}{f^{*} g}\right)\left(f^{-1}(y)\right) h\left(f^{-1}(y)\right)$
Note that, since $f$ is a diffeomorphism so it is invertible. Therefore, $f$ and its inverse are both differentiable. The equation (27) gives following equation

$$
\begin{equation*}
\delta(f(x), y)=\delta\left(x, f^{-1}(y)\right)\left(\frac{g}{f^{*} g}\right)\left(f^{-1}(y)\right) \tag{28}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\langle x| A^{\dagger}|y\rangle=\left\langle x \mid f^{-1}(y)\right\rangle\left(\frac{g}{f^{*} g}\right)\left(f^{-1}(y)\right) \tag{29}
\end{equation*}
$$

Now we can extract the following equation from the above equation

$$
\begin{equation*}
A^{\dagger}|y\rangle=\left|f^{-1}(y)\right\rangle\left(\frac{g}{f^{*} g}\right)\left(f^{-1}(y)\right) \tag{30}
\end{equation*}
$$

Note that, the equation (30) can be introduced as a universal formula for adjoint of the arbitrary linear operator.

## 5. Conclusion

Our investigation shows that a review of the fundamental properties of the delta function in generalized space. This subject seems to have received less attention independently in the research's papers. We have investigated the Heisenberg canonical relation only by using completeness relation in generalized space. In fact, it is impossible to derive the canonical relation without introducing the momentum operator properly, unless we use the special property of the delta function in generalized space. With the help of the equation (16), it is possible to discuss the Ehrenfest theorem in generalized space. We can see this in ref. [31], for a specific representation of the momentum operator in generalized space but they did not use the
generalized delta function at all. According to equation (30) we can obtain adjoint of every arbitrary linear operator. As a matter of fact, we have no restrictions in initial definition of $A|x\rangle=|f(x)\rangle$, for the form of the function $f(x)$ and in any case we can compute adjoint of $A$.
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#### Abstract

The use of computer as a medium of learning has been proven can attract interest and motivation of students to study physics specially quantum mechanics. The Scilab as an open source computational software package provides various tools to simulate and solve the problems in quantum mechanics. In this paper the solution of Schrodinger equations are obtained for basic quantum mechanical systems like particle in infinite potential well, linear harmonic oscillator and hydrogen atom under various potential energy conditions imposed on the systems.


## 1. Introduction

A good use of the mathematics by teacher as a language in physics in the classroom is very important. If a teacher can demonstrate the solution of the complex physical problems graphically at different conditions, in real time with the classroom lesson took his or her teaching at higher level [1]. The programming in Scilab can be well used for the purpose [2].

In this paper solution of Schrodinger equations (Eigen values and Eigen functions) for some basic quantum mechanical systems at different potential conditions are obtained using Scilab software. The programs written in Scilab can be effectively used in the teaching and inspiring the students to explore various aspects of the systems discussed.

Scilab is the software for numerical computations and scientific visualization. It is capable of interactive calculations as well as automation of computations through programming. Its ability to plot 2D and 3D graphs helps in visualizing the data we work with. All these make Scilab an excellent tool for teaching, especially those subjects like quantum mechanics that involve matrix operations and solving of differential equations. Scilab can help the students to understand all the intermediate steps in solving even complicated problems, as easily as using a calculator. The greatest feature of Scilab is that it is free and it is available for many operating systems including Windows, Linux and MacOS X.

In the program, the build in function ode is used to solve the Schrodinger equations. The if else statement is used to get correct eigen value and corresponding eigen function which satisfy the given boundary conditions. The eigen functions are plotted in the graphics window of Scilab by using plot or plot2d function [3,4].

The two energy guesses (upper and lower) have to be provided through the Scilab Console after the execution of the program. The energy guesses are such that one of the guess energy values leads to the positive value and another leads to negative value of wave function at the boundary.

## 2. Basic quantum mechanical systems

The Schrodinger equations for following quantum mechanical systems [5] are solved for eigen values of energies and corresponding eigen functions.
i. Particle in infinite square well potential
ii. Linear harmonic oscillator
iii. Hydrogen atom

## i. Particle in infinite square well potential

If $\psi(x)$ be the wave function for particle then the Schrodinger time independent wave equation for a particle is,
$\frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}(E-V(x)) \psi=0$
Here we take an electron as a particle in infinite square well. For an electron $m c^{2}=0.511 \times 10^{6} \mathrm{eV}$, width of the well $a=1{ }^{0}$ and a constant, $\hbar c=1973 \mathrm{eV}{ }^{0}$. The symbol $u$ is used instead of $\psi$ for wave function in the program. The above Schrodinger equation is solved for following potential energy conditions.
A. $V(x)=0$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m E}{\hbar^{2}} \psi=0$, for $0<x<1$
Energy eigen values and eigen functions are given by
$E_{n}=\frac{n^{2} \pi^{2} \hbar^{2} c^{2}}{2 m c^{2} a^{2}}$ and $\psi_{n}=\sqrt{\frac{2}{a}} \sin \frac{n \pi x}{a}$.
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$
$V(x)=(x) \underbrace{\infty}_{x=1} V(x)=x \underbrace{\infty}_{x=1} \quad V(x)=x$
$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}(E-x) \psi=0$, for $0<x<1$
C. $V(x)=1-x$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}(E-(1-x)) \psi=0$, for $0<x<1$
D. $V(x)=2$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$
B. $V(x)=x$ for $0<x<1$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}(E-2) \psi=0$, for $0<x<1$
E. $V(x)=x^{2}$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}\left(E-x^{2}\right) \psi=0$, for $0<x<1$
F. $V(x)=x^{2}-2 x+1$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}\left(E-\left(x^{2}-\mathbf{2} x+\mathbf{1}\right)\right) \psi=0$, for $0<x<1$
G. $V(x)=x^{2}-x+0.25$ for $0<x<1$
$V(x)=\infty$ for $x \leq 0 \therefore$ for $x \leq 0, \quad \psi(x)=0$
$V(x)=\infty$ for $x \geq 1 \therefore$ for $x \geq 1, \quad \psi(x)=0$

$\therefore \frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}\left(E-\left(x^{2}-x+\mathbf{0 . 2 5}\right)\right) \psi=0$, for $0<x<1$


Figure 1: Scinote (Infinite Square Well)

Table 1: Energy eigen values at different potential energies inside the well

| $n$ | $\begin{gathered} \boldsymbol{E}_{n}(\mathbf{e V}) \\ \text { using } \\ \text { formula } \end{gathered}$ | $E_{n}(\mathrm{eV})$ <br> using Scilab program for potential energies inside the well discussed in above cases |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} V(x)=0, \\ 0<x<1 \end{gathered}$ | A | B | C | D | E | F | G |
| 1 | 37.6229 | 37.59265 | 38.09236 | 38.09236 | 39.59265 | 37.87503 | 37.87503 | 37.62532 |
| 2 | 150.491 | 150.3706 | 150.8707 | 150.8707 | 152.3706 | 150.6913 | 150.6913 | 150.4413 |
| 3 | 338.606 | 338.3339 | 338.8339 | 338.8339 | 340.3339 | 338.6616 | 338.6616 | 338.41163 |
| 4 | 601.966 | 601.4825 | 601.9825 | 601.9825 | 603.4825 | 601.8127 | 601.8127 | 601.56271 |
| 5 | 940.573 | 939.8164 | 940.3164 | 940.3164 | 941.8164 | 940.1478 | 940.1478 | 939.89778 |
| 6 | 1354.42 | 1353.335 | 1353.835 | 1353.835 | 1355.335 | 1353.667 | 1353.667 | 1353.4177 |
| 7 | 1843.52 | 1842.040 | 1842.540 | 1842.540 | 1844.040 | 1842.372 | 1842.372 | 1842.1226 |
| 8 | 2407.86 | 2405.930 | 2406.430 | 2406.430 | 2407.930 | 2406.262 | 2406.262 | 2406.0127 |
| 9 | 3047.45 | 3045.005 | 3045.505 | 3045.505 | 3047.005 | 3045.338 | 3045.338 | 3045.0882 |
| 10 | 3762.29 | 3759.265 | 3759.766 | 3759.766 | 3761.265 | 3759.598 | 3759.598 | 3759.3487 |



Figure 2:a. Ground State ( $\mathrm{n}=1$ ) Eigen Function


Figure 3:b. First Excited State ( $\mathrm{n}=2$ ) Eigen Function


Figure 4:C. Second Excited State ( $n=3$ ) Eigen Function


Figure 5:d. Third Excited State ( $n=4$ ) Eigen Function


Figure 6:e. Fourth Excited State ( $\mathrm{n}=5$ ) Eigen Function

## ii. Linear harmonic oscillator

Here we take a particle in linear harmonic oscillator potential $V(x)$. For a particle $m c^{2}=940 \mathrm{MeV}$ and a constant, $\hbar c=197.3 \mathrm{eV} \mathrm{nm}$. If $\psi(x)$ be the wave function for particle then the Schrodinger time independent wave equation for a particle is,

$$
\frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}(E-V(x)) \psi=0
$$

Energy eigen values and eigen functions are given by
$E_{n}=\left(n+\frac{1}{2}\right) \hbar c \sqrt{\frac{k}{m c^{2}}}$ and
$\psi_{n}(x)=\frac{1}{\sqrt{\sqrt{\pi} 2^{n} n!x_{0}}} e^{-x^{2} / 2 x_{0}^{2}} H_{n}\left(\frac{x}{x_{0}}\right) \quad, \quad$ where
$x_{0}=\sqrt{\frac{\hbar}{\sqrt{k m}}}$

The above Schrodinger equation is solved for following potential energy conditions.
A. $V(x)=\frac{1}{2} k x^{2}$ (take force constant $\left.k=100\right)$

$$
\frac{d^{2} \psi}{d x^{2}}+\frac{2 m}{\hbar^{2}}\left(E-\frac{1}{2} k x^{2}\right) \psi=0
$$

B. $V(x)=\frac{1}{2} k x^{2}+b x$ (take force constant $k=100$ and anharmonicity constant $b=10$ )
C. $V(x)=\frac{1}{2} k x^{2}+b x^{2}$ (take force constant $k=100$ and anharmonicity constant $b=10$ )
D. $V(x)=\frac{1}{2} k x^{2}+b x^{3}$ (take force constant $k=100$ and anharmonicity constant $b=10$ )

```
//Harmonic oscillator potential problell
clear;clc;clf
function du=f(r,t,E,b);
    ##=540;h=197.3;
    V={100^
    du(1)=t (2);
    du(2)=(2+m}/(\mp@subsup{\textrm{h}}{}{\pm}\textrm{h})\mp@subsup{)}{}{*}(\textrm{V}-\textrm{E}\mp@subsup{)}{}{*}\textrm{t}(1)
endfunction
b=input("Anharmonicity constant (b)=")
E1=input ("Enter the value first guess of energy=")
1 E2=input ("Enter the value second guess of energy=")
2 r0=0;u0=0;u0p=1;
3 acc=abs (E1-E2);
while acc>0.0000001
    acc=abs (E1-E2)
    r=0:0.01:20;
u1=ode ([u0;u0p],r0, I, IIst (f, E1,b))
8 u2=ode ([u0;u0p],r0,I,1ist (f,E2,b) )
E3=(E1+E2)/2
0 u3=ode ([u0;u0p],r0, 工, list (f,B3,b))
2 if(u1(1,2001)*u3(1,2001))<1;
    then
    E2=&3;
    B1=E3;
end
end
disp(E3);
29plot (r,(u3(1,:))^2,"linewiath",5)
```

Figure 7: Scinote (Harmonic Oscillator)

Table 2: Energy eigen values of harmonic oscillator at different potential energies

| $\boldsymbol{N}$ | $\begin{array}{c}\boldsymbol{E}_{\boldsymbol{n}}(\mathbf{e V}) \text { using } \\ \text { formula }\end{array}$ | $\boldsymbol{E}_{\boldsymbol{n}}(\mathbf{e V})$ using Scilab program for potential energies of HO |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |$)$



Figure 8: Probability density plot for $n=1$


Figure 9: Probability density plot for $n=3$


Figure 10: Probability density plot for $n=5$


Figure 11: Probability density plot for $n=7$


Figure 12: Probability density plot for $n=9$

## iii. Hydrogen atom

The hydrogen atom is the simplest example for an atomic system consists of nucleus (a proton) and an orbiting electron. If $\psi(r, \theta, \phi)$ be the wave function for this two particles system, then the Schrodinger time independent wave equation for the system will be,
$-\frac{\hbar^{2}}{2 \mu} \nabla^{2} \psi(r, \theta, \phi)+V(r) \psi(r, \theta, \phi)=E \psi(r, \theta, \phi)$
Where, $V(r)=\frac{-e^{2}}{4 \pi \varepsilon_{0} r}$ is the potential energy and $\mu=\frac{m M}{m+M} \approx m$ is the reduced mass of the system and
$\nabla^{2}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2}}{\partial \phi^{2}}$
The Schrodinger equation can be separated into radial and angular wave equations. Here only the radial wave equation is solved, since it gives the eigen values of energies.
$\frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d R_{l}}{d r}\right)+\left[\frac{2 \mu E}{\hbar^{2}}-\frac{2 \mu V}{\hbar^{2}}-\frac{l(l+1)}{r^{2}}\right] R_{l}=0$
$R_{l}(r)=\frac{u(r)}{r} \Rightarrow$
$\frac{d^{2} u}{d r^{2}}+\left[\frac{2 \mu E}{\hbar^{2}}-\frac{2 \mu V}{\hbar^{2}}-\frac{l(l+1)}{r^{2}}\right] u=0$
For electron
$e=3.795, m c^{2}=0.511 \times 10^{6} \mathrm{eV}$ and $\hbar c=1973 \mathrm{eV}{ }^{0}$
The constant factor $\frac{1}{4 \pi \varepsilon_{0}}$ is included in above value of $e . l=0,1,2,3, \ldots \ldots$ is orbital quantum number. For ground state, only one value of $l$ (i.e. $l=0$ ) is allowed, for first excited two values of $l$ (i.e. $l=0$, 1) are allowed and so on.

Energy eigen values and eigen functions are given by $E_{n}=-\frac{\mu e^{4}}{2 \hbar^{2} n^{2}}=-\frac{e^{2}}{2 a_{0} n^{2}}=-\frac{13.6}{n^{2}} \mathrm{eV}, a_{0}=\frac{\hbar^{2}}{\mu e^{2}}$ and

$$
R_{n l}=-\left(\frac{2}{n a_{0}}\right)^{3 / 2} \sqrt{\frac{(n-l-1)!}{2 n[(n+l)!]^{3}}}\left(\frac{2 r}{n a_{0}}\right)^{l} e^{-r / n a_{0}} L_{n+l}^{2 l+1}\left(\frac{2 r}{n a_{0}}\right)
$$



Figure 13: Scinote (H-atom)


Figure 14: a. Energy Eigen Value and Radial Wave Function for $\mathbf{n = 1}$ and $\mathrm{I}=0$

| Enter the value fixat guens of energy |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cnter the value second guess of enexgy--2 |  |  |  |  |  |  |
| Orbital quantum number ( 3 ) =0 |  |  |  |  |  |  |
| $-3,4011000$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| $830$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |

Figure 15:b. Energy Eigen Value and Radial Wave Function for $\mathbf{n = 2}$ and $\mathrm{I}=0$


Figure 16:c. Energy Eigen Value and Radial Wave Function for $\mathbf{n = 2}$ and $\mathrm{l}=1$


Figure 17:d. Energy Eigen Value and Radial Wave Function for $n=3$ and $\mathrm{I}=0$


Figure 18:e. Radial Wave Function for $n=3$ and $I=1$


Figure 19:f. Radial Wave Function for $n=4$ and $\mathrm{I}=0$

## 3. Conclusions

The present work is comprehensive illustration of nature of solutions of Schrodinger equations and eigen values of energies of quantum mechanical systems taught at undergraduate level. These programs can be effectively used in the classroom teaching to explore different aspects of the quantum mechanical systems.
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#### Abstract

In a direct-current (dc) circuit, a power supply and a ground can each be modeled as a large, distant, conducting sphere bearing a net surface charge. The relation between the charge on and potential of each of these spheres is analyzed before and after they are connected to a concentric spherical capacitor that is initially uncharged. Expressions for the potential at all points in the vicinity of the charged capacitor (both inside and outside it) are written down.


Students are frequently confused about the relationship between the charge on and potential of a grounded surface or of the terminals of a dc power supply. The following problem can help illustrate some of the key concepts. A solid metal sphere of radius $R_{1}=1 \mathrm{~cm}$ is surrounded by a concentric spherical metal shell of inner radius $R_{2}=5$ cm and small radial thickness. Thin wires are connected to the shell and sphere (by passing through a small hole in the shell in
order to reach the central sphere). One wire is used to ground the inner sphere, and another to connect the shell to an emf of $\xi=5$ V. Find the potential at a point $P$ that is 6 cm from the center of the sphere. The geometry is shown in Fig. 1.


Figure 1: A grounded 1-cm-radius metal sphere surrounded by a concentric metal shell connected to the positive terminal of a 5 V dc power supply. (That implies the power supply cannot be floating but must have its negative terminal grounded.) Find the potential at point $P$ just outside the shell.

To solve this problem, students should recognize that "ground" is a big conductor (like the Earth) which defines the reference potential of 0 V . Model it here as a metal sphere of radius $R$ large compared to $R_{1}$ and $R_{2}$. Students often believe zero potential implies zero charge, but that is not true in general. In fact, the surface of the Earth has a net negative charge relative to the atmosphere [1]. To be general, suppose the large grounded sphere has charge $Q_{0}$ on its surface.

Likewise, the 5 V supply can be modeled as another metal sphere of the same large radius $R$. These two large spheres must be located far away from both the concentric system (of the shell and inner sphere) and each other, so that they do not interact electrically with them. Thus the two connection wires must be long. To be specific, suppose they are straight with one pointing radially north and the other radially east away from the center of the $1-\mathrm{cm}$ sphere, as sketched in Fig. 2. One of the large spheres has a potential of 5 V relative to the other, grounded sphere; the separation distance between them is so large (compared to all radii in the problem) that it can be approximated as infinite. Thus the charge $Q_{5}$ on the sphere of potential $\xi=5 \mathrm{~V}$ must be greater than that on the grounded sphere such that

$$
\begin{equation*}
\frac{k Q_{5}}{R}-\frac{k Q_{0}}{R}=\xi \tag{1}
\end{equation*}
$$

where $k$ is the Coulomb constant.
To be exact, $Q_{5}$ and $Q_{0}$ are the charges on the two large spheres when switches $\mathrm{S}_{1}$


Figure 2: Ground is modeled as a metal sphere of large radius $R$ connected via a long wire through switch $S_{1}$ to the inner sphere of radius $R_{1}$. The potential $\xi$ is sourced by a metal sphere of the same large radius $R$ connected via another long wire through switch $S_{2}$ to the outer shell of radius $R_{2}$. (The figure is not to scale: the length of the two wires and radius $R$ of the two large spheres are actually much bigger.) With both switches initially open, there are charges $Q_{5}$ and $Q_{0}$ on the large spheres, whereas the concentric spherical capacitor is uncharged.
and $S_{2}$ in Fig. 2 are open. Now close both switches. Some charge must flow along the two wires to set the potential of the central small sphere to 0 V (since it is connected to the reference large sphere) and the potential of the concentric shell around it equal to that of the supply large sphere which ends up being $\Delta V$ that is slightly smaller than 5 V . To achieve electrostatic equilibrium, positive charge $Q$ must flow onto the shell and
migrate entirely to its inner surface, where it will distribute itself uniformly. The same amount of charge must flow off the central sphere to ground, leaving it with a net charge of $-Q$ uniformly distributed on its surface, as depicted in Fig. 3. (The usual assumption is made that there is negligible charge on the two long wires assuming they are thin enough [2].) This charge distribution guarantees there is no electric field within the metal composing either the central sphere or the concentric shell (i.e., in the gold-shaded regions of Fig. 1) as must be true for conductors in equilibrium. All electric field lines that start on the inner surface of the shell terminate on the surface of the central sphere.


Figure 3: Charges on and potentials of the four spherical conductors after switches $S_{1}$ and $S_{2}$ are closed and electrostatic equilibrium is established.

Meanwhile the large spheres are so far away that their electric fields are negligible near this concentric capacitor. Thus there is no electric field between the outer surface of the shell and the point $P$ that is 1 cm away from it. Consequently there is no potential difference between the shell and that point, and thus the potential at point P is $\Delta V$ which will be negligibly different than 5 V for spheres of radius $R$ large enough to serve as an ideal ground and power supply.

Students may have performed the common laboratory experiment of mapping out the equipotential curves for a pair of concentric cylinders in a water tray [3] or drawn with silver paint on conductive paper [4]. In that case, they may remember that the potential everywhere inside the inner cylinder is equal to the value on its surface, and likewise the potential everywhere outside the outer cylinder is equal to the value on its surface. Those experimental observations corroborate the theoretical results presented above.

To carry the analysis one step further, how does the exact potential difference $\Delta V$ between the concentric shell of radius $R_{2}=$ 5 cm and the inner sphere of radius $R_{1}=1$ cm depend on the value of $R$ in Fig. 3? The answer is that $\Delta V$ is a bit smaller than $\xi=5$ V owing to the flow of charge $Q$ along the wires, as follows.

The charge on the grounded sphere ends up being $Q_{0}+Q$. Nevertheless it remains the reference and thus its potential is still 0 V by definition. It is connected by a
wire to the central sphere having charge $-Q$ on it. Thus the potential on that inner sphere must also be 0 V , and so the potential in the space between it and the surrounding shell is

$$
\begin{equation*}
V(r)=-\frac{k Q}{r}+\frac{k Q}{R_{1}} \tag{2}
\end{equation*}
$$

for any radial distance $r$ from the center of the sphere in the range $R_{1} \leq r \leq R_{2}$. Specifically $V\left(R_{2}\right)$ is equal to

$$
\begin{equation*}
\Delta V=-\frac{k Q}{R_{2}}+\frac{k Q}{R_{1}} . \tag{3}
\end{equation*}
$$

Meanwhile, the charge on the large supply sphere equilibrates to $Q_{5}-Q$. Thus the potential difference between it and the grounded sphere is

$$
\begin{equation*}
\frac{k\left(Q_{5}-Q\right)}{R}-\frac{k\left(Q_{0}+Q\right)}{R}=\Delta V . \tag{4}
\end{equation*}
$$

Substituting Eq. (1) into the left-hand side of Eq. (4) gives

$$
\begin{equation*}
\xi-2 \frac{k Q}{R}=\Delta V . \tag{5}
\end{equation*}
$$

Finally, eliminating $Q$ between Eqs. (3) and (5) results in

$$
\begin{equation*}
\Delta V=\frac{R_{2}-R_{1}}{R_{2}-R_{1}+2 R_{1} R_{2} / R} \xi . \tag{6}
\end{equation*}
$$

For example, if $R_{1}=10 \mathrm{~mm}, R_{2}=50 \mathrm{~mm}$, and $R=1000 \mathrm{~mm}$ then Eq. (6) becomes

$$
\begin{equation*}
\Delta V=\frac{40}{41}(5 \mathrm{~V}) \approx 4.88 \mathrm{~V} \tag{7}
\end{equation*}
$$

which is $2.4 \%$ smaller than 5 V . On the other hand, if the two large spheres are ten times
larger in radius (i.e., $R=10 \mathrm{~m}$ ) then Eq. (6) gives

$$
\begin{equation*}
\Delta V=\frac{400}{401}(5 \mathrm{~V}) \approx 4.988 \mathrm{~V} \tag{8}
\end{equation*}
$$

One sees that $\Delta V$ can be made as close to 5 V as one likes, by choosing the grounded and supply conductors big enough. This result illustrates that any large conductor can serve as a source or sink of charge while its potential remains nearly constant.

In summary, an initially uncharged spherical capacitor receives equal and opposite charges $\pm Q$ on its facing surfaces when one of its conductors is connected to ground and the other to a dc power supply of emf $\xi$. By modeling that ground and power supply as large, distant metal spheres, the relationship between the charge on and potential of each of them is clarified, which can help improve student understanding of these concepts. In particular, the larger in radius those distant spheres are, the smaller will be the drop in the potential difference between them when they are connected to the spherical capacitor. Furthermore, the potential in the vicinity of the capacitor varies only in the space between their facing surfaces, and is constant inside the inner sphere and outside the outer spherical shell composing it.
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#### Abstract

In this paper, a simple yet effective and alternative method is described to observe the temperature dependence of resistance of a positive temperature coefficient of resistance (PTCR) by making use of a free-running multivibrator constructed around IC555 Timer. Since the output pulse width of a freerunning multivibrator is a function of the capacitances and the resistances attached to the circuit, this property along with the fact that resistance varies with the temperature to which the component is subjected can be exploited to study the variation of resistance along with the temperature. The width of the output pulse and resistance was found to increase with the rise in temperature. Hence, the circuit could be utilized for temperature sensing applications. Furthermore, this method may also be used to determine the value of an unknown resistance $R(T)$ attached to the circuit and the value of the temperature coefficient


of resistance $(\alpha)$. This simple and cost-effective method could be included as an experiment in the curriculum of various undergraduate and/or postgraduate courses and can also be taken upon as a project work by interested students.

## 1. Introduction

Many engineering applications often require a positive temperature coefficient (PTC) materials. Such materials show an increase in electrical resistance upon raising their temperature. They are being used especially in PTC temperature sensors and PTC thermistors as they display linear characteristics. Besides, resistances, a basic electrical component find its uses in our everyday life. Whether simple electronic gadgets or complex machines such as televisions and satellites, these components are used everywhere and are one of the most widespread electrical components. Resistance as the word signifies is basically opposed to the flow of electric current in the circuit. Naturally, a curious mind would ask if the resistance
offered by the aforementioned is of a fixed value or does it depend on some external factors. As known, the resistivity increases with increasing temperature in conductors and vice versa. Further, the multivibrator can be constructed utilizing BJTs or by employing a versatile IC-555 timer in the freerunning (astable) mode on a logic breadboard. With the intent to examine the variation of resistance with temperature, especially the PTCR effect, a freerunning multivibrator has been constructed around IC-555 timer with the sample heating arrangement. The development of such a simple experiment will surely offer an undergraduate (UG) and/or postgraduate (PG) student a better apprehension of the issue and would produce an involvement in natural philosophy (science) in particular [1-3]. Accordingly, in the present work, a method is discussed to study the temperature dependence of resistance (PTCR effect) with the help of an IC-555 timer circuit in astable mode connection by correlating them with the output pulse width. Also, the generated temperature-dependent output pulses width has been verified using PSpice ${ }^{\circledR}$ electronic simulation software.

## 2. Relevant Theory

The resistance of a PTC component such as that of a simple resistor is a function of temperature to which it is subjected. The higher the temperature, it is subjected to, the higher is the resistance offered by it. The absolute value of the resistance at a particular temperature is given by the equation:

$$
\begin{equation*}
R(T)=R_{r e f}\left\{1+\alpha\left(T-T_{r e f}\right)\right\} \tag{1}
\end{equation*}
$$

Here $R_{\text {ref }}$ is the resistance at some reference temperature $T_{r e f}, \alpha$ is the temperature coefficient of resistance of the material used and $T_{\text {ref }}$ is some reference temperature at which $\alpha$ is specified assuming that the length and area don't change with temperature. Besides, the output pulse width ( $W \equiv W_{\text {On }}$; during ON time) of IC-555 timer in astable mode at pin no. 3 (fig. 1) is given as [5]:
$W=0.693\left(R_{A}+R_{B}\right) C$

The terms $R_{A}, R_{B}$, and $C$ are the resistances and capacitance as indicated in fig. 1 . As is evident from the above equations, the time period of the output pulse is a function of $R_{A}, R_{B}$, and $C$. If any of these values are altered, the output pulse width will change accordingly. Further, with an aim to protect the circuit, a resistance $\left(R_{S}\right)$ was connected in series with $R(T)$ and hence the value of $R_{A}=R(T)+R_{S}$.
Therefore, eqn. (2) can be rewritten as

$$
\begin{equation*}
W=0.693\left\{R(T)+R_{S}+R_{B}\right\} C \tag{3}
\end{equation*}
$$

It is clear from eqn.(3) that if the values of $R_{B}$ and $C$ kept constant, the value of $R_{A}$ i.e. $R(T)$ controls the width of output pulse ( $W$ ). Thereby, knowing the experimental value of $W$, one can very easily estimate the value of $R(T)$ at any particular temperature and consequently its variation with temperature. We have from eqns. (1) and (3),
$W=0.693\left\{R_{S}+R_{r e f}(1+\alpha \Delta T)+R_{B}\right\} C$
Here, the change in temperature, $\Delta T=T-T_{\text {ref }}$. It is noticed from this expression that $W$ is directly proportional to $\Delta T$. Hence, using the experimental value of $T$ or $\Delta T$ in eqn. (3), $W$ can be easily being calculated. Hence, using expressions (3) and (4) the temperature dependence of resistance can be obtained using Timer-555 operating in astable mode.


FIG. 1: External connection diagram to realize the PTCR effect using IC-555 timer in astable mode with sample heating arrangement.

## 3. Experimental Detail

### 3.1. Circuit Diagram

Fig. 1 shows the external connection diagram of IC555 timer for astable mode operation with sample heating arrangement. A heater coil of 1500 watt is used as the sample resistance $R(T)$. The value of $R(T)$ $=37 \Omega$ at room temperature $\left(27^{\circ} \mathrm{C}\right)$ was taken in the present study. As stated earlier, to protect the circuit a series resistance $R_{S}=300 \Omega$ has been connected with $R(T)$ so that value of $R_{A}=R(T)+R_{S}$. However, the interested reader may change the value by changing the materials as well as the length of the wire to see the effect on the output pulse width. The entire circuit is built-up around IC-555 timer on a logic breadboard. The output pulse width can be seen and measured on a CRO screen connected across pin number 3.

### 3.2. Design considerations

Theoretically, there is not any sort of restrictions on the values of $R_{A}, R_{B}$ and $C$ however depending upon the least count of the oscilloscope, the scale of the oscilloscope used and the resistance of the coil (present case) at the room temperature there is a need to restrict the values of $R_{A}, R_{B}$, and $C$ in order to observe significant changes in the width of the pulse produced by the free-running multivibrator. In this experiment, the value of $R_{A}$ was taken as $337 \Omega$ at room temperature. Further, it is known that if the value of $R_{B} \gg R_{A}$ then there would hardly be any difference in the time period of the output pulse and the very purpose of the experiment would stand defeated. Accordingly, the value of $R_{B}$ was chosen as $1.5 \mathrm{k} \Omega$ so that any change in the coil's resistance with a change in temperature would show a significant difference in the CRO. Also, the value of the capacitance, $C$ was chosen as $1 \mu \mathrm{~F}$ for the same reason.


FIG. 2: Variation of experimentally observed output pulse width (W) with temperature.

## 4. Results and Discussion

Fig. 2 shows the variation of output pulse width ( $W$ ) at pin 3 with temperature along with the fitted curve. It is noticed that the width of the output pulse increases with the rise in $T$. A linear least-squares fitting of $W-T$ data yielded the equation $W=0.0012$ $+1.10707 \times 10^{-7} T$ with the adjusted $R^{2}=0.98156$.


FIG. 3: Variation of resistance $R(T)$ with output pulse width $(W)$ as a calibration curve.

The values of $R(T)$ at different temperatures were obtained from the eqn. (3) using the experimentally observed values of $W$ and were plotted as a calibration curve (Fig. 3). A linear regression analysis of the $W-R(T)$ data gives rise to the equation:
$W=A+B \cdot R(T)$
The value of coefficients was estimated to be $A=$ 0.0012 and $B=6.9295$ and the value of the regression coefficient ( $R^{2}$ ) between eqn. (5) and the experimental data was found to be 1 . Therefore, any experimentally measured value $W$ could be substituted in eqn. (5) and consequently, the corresponding value of resistance can easily be obtained at a given temperature. The value of $R(T)$ may also be estimated graphically from the calibration curve (Fig.3).


FIG. 4: Temperature variation of resistance $R(T)$ showing PTCR effect.

The temperature variation of resistance has been presented in Fig. 4. It is seen that the value of resistance increases with the rise in temperature i.e. the system shows the linear temperature-dependent resistance response in the present range of investigation, which indicates the positive temperature coefficient of resistance (PTCR) behavior. Such a behavior could be understood as the electrons flowing through a conductor (heater
element, present case) are being impeded by atoms with the rise in temperature, and the number of phonons gets increased i.e. The atoms start vibrating with higher amplitude. These vibrations in turn cause frequent collisions between the free electrons and the other electrons. Each collision drains out little energy of the free electrons which restrict their movement (delocalized electrons). This, in turn, restricts the current flow in the sample and consequently led to an increase in resistance or resistivity of the material with the increase in temperature. A line of best fit was obtained as $R(T)$ $=34.982+0.1597 T$ with the adjusted $R^{2}=0.98156$. The value of the temperature coefficient of resistance of the sample at room temperature was estimated to be $0.00432\left({ }^{\circ} \mathrm{C}\right)^{-1}$ using the relation: $\alpha=R_{r e f}^{-1} . d R(T) / d T$. The positive value of $\alpha$ also supported the PTCR behavior of the test sample. These observations were verified by the PSpice ${ }^{\circledR}$ electronic simulation software. Figs. 5(a) and 5(b), respectively display the output pulses for $R\left(50^{\circ} \mathrm{C}\right)=$ $39.11 \Omega$ and $R\left(350^{\circ} \mathrm{C}\right)=89.61 \Omega$. It is noticed that the values of $W$ are nearly comparable to the experimental results. Also, noticed that the output pulse width ( $W_{\text {off }}$ ) remains constant during the OFF time of IC-555 timer in the astable mode for every temperature. This is because the discharge path contains $R_{B}$ and $C$ only as $W_{\text {Off }}=0.693 R_{B} C$ [5].


FIG. 5: Output pulses when (a) $R_{50^{\circ} \mathrm{C}}=39.11 \Omega$ and (b) $R_{350^{\circ} \mathrm{C}}=89.61 \Omega$ as observed in PSpice ${ }^{\circledR}$ electronic simulation software.


FIG. 6: Schematic diagram of temperature sensing device.

It is to note that the value of $R_{S}$ will rely upon the specimen used as $R(T)$. Hence, this technique may either be used to know the value of unknown resistance at a particular temperature as well as their dependence, $R(T)$ on $T$. Furthermore, since $W \propto R(T)$ and consequently $W \propto T$, the present circuit could easily be extended as a temperature sensor. The schematic diagram of the same is presented in Fig. 6.

## 5. Conclusions

The experiment performed in this article enabled us to get an insight into and/or provide an alternative method to study the temperature variation of the resistance of a PTCR material. With little alteration and a bit of intuitive thinking, this experiment can be
extended to study the coefficient of thermal expansion and could also be used to obtain the resistivity ( $\rho=R A / l$ ) of a material. Apart from this, the variation of resistance of a negative temperature coefficient (NTC) component such as that of a diode could also be studied by replacing the resistance coil with a diode connected in reverse biased mode and consequently the bandgap of the semiconductor. Such a cost-effective experiment can easily be arranged in any UG and/or PG laboratory which will help the students to develop scientific insight, scientific temper, and inculcate an interest in the field of research. Also, one may use other materials like ceramics, ceramic/polymer composites, nanomaterials, etc. for intended applications. Thus, it is recommended as project work for those who are interested in physics, electronics, electrical technology, and material science.
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