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Abstract

Kepler’s laws of planetary motion are deduced

from those of a harmonic oscillator following

Arnold. Conversely the circular orbits through

the Earth’s center suggested by Galilei are

consistent with an r−5 potential (as found

before by Newton). Both the Kepler/oscillator

correspondence and circular orbits are examples

of dual potentials.

1 Introduction

Kepler’s laws of planetary motion state that

1. K-I: A planet moves on an ellipse, one of
whose foci being occupied by the Sun;

2. K-II: The vector drawn from the Sun to the
planet’s position sweeps equal areas in equal

times

3. K-III: The squares of the periods are as the
cubes of the major axes of the ellipses.

These laws can be deduced from the
inverse-square force law and Newton’s
equations of motion; the usual proof re-
quires higher mathematics, though [1].

Analogous statements can be demon-
strated using elementary tools for a har-
monic oscillator,

1. O-I: The trajectory under a harmonic force
is an ellipse, whose centre is the origin of the
linear force;

2. O-II: the vector drawn from the centre of the
ellipse to the position sweeps equal areas in
equal times;
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3. O-III: The periods are independent of the ge-
ometric shape of the trajectories.

The similarities are manifest, but nei-
ther the differences can be overlooked.

This aim of note is intended to derive
the Kepler laws from those of the oscillator
by elaborating the rather concise indications
given by Arnold [2].

The relation between Keplerian and
harmonic motion is first established for cir-
cular trajectories. The second step is a
purely geometric correspondence due to
Zhukovsky [3] between two types of el-
lipses, namely those which appear for an os-
cillator and those for planetary motion, re-
spectively. The third step is to extend this
purely geometrical correspondence, to a dy-
namical one. This can be achieved by a
rather subtle re-definition of time, viewed as
a parameter along the trajectory.

The question asked by Newton in his
Principia [4] was remarkably different from
how planetary motion is studied in our
time : instead of solving the dynamical
equations for the inverse-square law as we
do now, he asked, conversely: With what
form of a central force are the observed trajecto-
ries consistent ?

Newton has actually found general an-
swer for circular motion [5]; however his
purely geometric argument is difficult to fol-
low today. In sec.8 we solve this problem in
a particular case considered by Galilei in his
“Dialogo. . . ” [6].

2 Circular motions

Let us consider the Kepler problem in the
complex plane, with the Sun fixed at the ori-
gin. The motion of our planetary is deter-
mined by

z̈ = − f M
z
|z|3 , (2.1)

where the “dot” means derivation w.r.t.
newtonian time, ˙( · ) =

d
dt

. Our aim is to
recover the usual Keplerian trajectories by
solving Eq. (2.1).

We start our investigations with a (very)
special case, namely with motion along a cir-
cle of radius A = const. The latter can be pa-
rameterised by the angle θ, z(t) = A eiθ(t) ;
then (2.1) requires

iθ̈ −
(
θ̇
)2

= − f M
A3 . (2.2)

From the vanishing of the imaginary part we
infer that the motion is uniform along the
circle, θ̈ = 0, and from the real part we de-
duce the angular velocity,

θ̇ =
√

f M/A3 ≡ Ω. (2.3)

It is important that the trajectory stud-
ied here can also be viewed as that of a har-
monic oscillator, constrained to move on a
circle. Again using a complex coordinate, w,
the equation of motion of the planar oscilla-
tor are

w′′ = −Ω2w, (2.4)

where Ω (assumed real) is the frequency
of the oscillator and the “prime” denotes
derivation w.r.t. “oscillator time”,

(
·
)′

=
d

dτ . Then w(τ) = B eiγ(τ) yields iγ′′ −

36/2/1 2 www.physedu.in



Physics Education April - June 2020

(γ′)2 = −Ω2 which is (2.2), provided the
angle θ is identified with γ, t with τ and Ω2

with f M/A3.
Below we extend this correspondence

to general motions.

3 The planar oscillator

The motions of a planar oscillator are read-
ily determined. Decomposing (2.4) into
real and imaginary parts, we observe that
they perform independent harmonic mo-
tion. With an appropriate choice of the pa-
rameters,

w(τ) = a cos Ωτ + ib sin Ωτ. (3.1)

Thus w(τ) describes an ellipse, whose centre
is the origin and has major and minor axes a

and b, respectively.
The areal velocity is half of the con-

served angular momentum,

Iosc = |w|2
dγ

dτ
= const . (3.2)

The period,

Tosc =
2π

Ω
, (3.3)

is independent of the geometrical data of the
orbit, as stated.

In conclusion, we have proved the “Ke-
pler” laws O-I–O-II–O-III of the oscillator-
motion.

We record for further use the expression
for the (conserved) energy in terms of the ge-
ometric data of the trajectory,

Eosc = 1
2

(
|w′|2 + Ω2|w|2

)
= 1

2 Ω2(a2 + b2) > 0. (3.4)

4 Some (complex) geometry [2]

Let u denote a complex variable and let us
consider the so-called “Zhukovsky-map” of
the complex plane,

u 7→ w = u +
1
u

. (4.1)

Lemma 1. The image of a circle of radius ρ > 0
whose centre is the origin of the u-plane is an
ellipse, whose centre is the origin of the w-plane.
The foci of the ellipse are at the points ±2.

Proof : if u = ρeiφ, 0 ≤ φ ≤ 2π, then

w =

(
ρ +

1
ρ

)
cos φ + i

(
ρ− 1

ρ

)
sin φ,

(4.2)
which is the equation of an ellipse centered
at w = 0 and has major and minor axes
a = ρ + ρ−1 ≥ 2 and b = ρ − ρ−1 ≥ 0, re-
spectively. The foci are at

√
a2 − b2 = ±2

from the centre. The angles φ and γ = argw
are related as tan γ = ρ2−1

ρ2+1 tan φ.
When ρ → 1 the ellipse degenerates to

the segment [−2, 2] on the real axis. If the
radius of the u-circle is changed from ρ 6= 1
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to ρ−1 then the image describes, by (4.2), the
same ellipse reflected on the real axis. We
can, therefore, chose ρ > 1, i.e., to restrict
the mapping u 7→ w to the exterior of the
unit circle.

Let us now consider, following Levi-
Civita [7] the mapping of the w plane onto
the z-plane

w 7→ z = w2. (4.3)

Lemma 2. The image under (4.3) of the previ-
ously constructed w-ellipse is an ellipse in the
z-plane, whose left focus is the origin of the z-
plane. Conversely, each ellipse of the z-plane
with one focus at the origin is obtained (after
a suitable rotation) as the square of an ellipse,
whose centre is the origin of the w-plane.

This follows from z = w2 = 2 + u2 + u−2 : putting u = ρeiφ yields,

z = 2 +
(

ρ2 +
1
ρ2

)
cos 2φ + i

(
ρ2 − 1

ρ2

)
sin 2φ, (4.4)

cf. (4.2), which is again an ellipse, whose
axes are A = ρ2 + ρ−2, and B = ρ2 − ρ−2,
and is shifted by 2 units to the right. Its left
focus is at z = 0.

While u goes around the u-circle once,
w describes the ellipse with centre at w =

0 also once. z however describes its ellipse
twice : while w describes half of an ellipse, z
describes the full image-ellipse. Thus φ can
be restricted to 0 < φ < π ⇒ 0 < γ <

π. The z-perihelion and aphelion points are,
in particular, the images of the end points
of the minor and resp. major axes of the w-
figure, φ = π/2 and φ = 0, see Fig.1.

Let us note that while the Zhukovsky
map (4.1) yields “true” w-ellipses but no cir-
cles (a > b), the Levi-Civita map (4.3) would
work with no such restriction. The image of
a w-circle aeiγ would be simply the z-circle
a2ei2γ. The Zhukovsky map merely provides

a convenient parametrization for the image.

Every z-ellipse centered at the origin
can be obtained by a suitable rotation and
dilation of the one considered here [2].

5 The oscillator - Kepler

correspondence

The geometric construction of the previous
section, and Eq. (4.3) in particular, swaps os-
cillator trajectories with Keplerian ones. One
can wonder if the correspondence can be ex-
tended also to the dynamics. At first sight,
the answer seems to be negative: differenti-
ating z = w2 w.r.t. τ the equation of motion
(2.4) of w yields a rather complicated expres-
sion which is manifestly different from (2.1).
This mismatch is also seen by expressing Ke-
pler’s areal velocity [i.e. half of the angular
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⇒ ⇒

u w = u + u−1 z = w2

O O O

ϕ γ θ

Figure 1: While u describes the circle of radius ρ 6= 1 of the complex plane, w = u + u−1 moves on
an ellipse centered at the origin of the w-plane, and z = w2 describes another ellipse one of whose
foci is the origin of the z-plane.

momentum] derived using that of the oscil-
lator,

IK = |z|2θ′ = 2|z|Iosc (5.1)

[where we used θ = 2γ], which can not be a
constant of the motion therefore, unless |z(t)|
is a constant i.e., with the exception of circu-
lar trajectories. In other words, Kepler’s 2nd

law is not in general satisfied.
But Eq. (5.1) shows also the way to re-

solve the contradiction: time, or more pre-
cisely the parameter used along the trajectories,
should be redefined. Let us indeed consider an
arbitrary oscillator-motion w(τ), and define
the new “time” along the trajectory as

t =
∫
|w(τ)|2dτ =⇒ d

dt
=

1
|w(τ)|2

d
dτ

(5.2)

i.e., ˙( · ) = |w|−2( · )′. Then, using (2.4),

z̈ =
1

ww̄
d

dτ

(
1

ww̄
d

dτ
w2
)
= −2

(
|w′|2 + Ω2|w|2

) 1
ww̄3 = −4Eosc

w2

|w|6 . (5.3)

Here Eosc is the oscillator-energy in Eq. (3.4),
which remains constant along the trajectory.
Then, putting z for w2 yields Eq. (2.1) of
planetary motion with the identification

4Eosc = f M. (5.4)

Hence, to each oscillator-trajectory is as-
sociated a Keplerian trajectory, whose grav-
itational force is four times the oscillator-
energy, and vice versa. The inverse of (4.3-
5.2)

36/2/1 5 www.physedu.in
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w =
√

z,
d

dτ
=
√

zz̄
d

dt
=⇒ w′′ =

1
2

(
1
2
|ż|2 − f M

|z|

)
w, (5.5)

which is the equation of motion of an os-
cillator, whose frequency (square) is propor-

tional to the energy of the Keplerian trajec-
tory,

w′′ = −Ω2 w, Ω2 = −1
2

EK, EK =
1
2
|ż|2 − f M

|z| = − f M
2A

, (5.6)

where A denotes the major axis of the
Keplerian ellipse. Let us stress that the
transformation is defined along trajectories
only: (5.5) associates a different oscillator-
trajectory to each Keplerian orbit. For ellip-
tic Kepler motions the frequency Ω is real,
consistently with EK < 0.

6 The Kepler laws

Now we derive the Kepler laws, KI-II-III,
from those, OI-II-III, of the oscillator.

Firstly, the Keplerian orbits being im-
ages of the oscillator orbits satisfy KI.

Secondly,

IK = |z|2 dθ

dt
= |w|2 d(2γ)

dτ
= 2Iosc, (6.1)

so that the areal velocity of the planet, 1
2 IK, is

itself a constant of the motion; this is KII.
Finally, let denote TK and Tosc the pe-

riods of the Keplerian resp. oscillator mo-
tions. From the conservation of the areal
velocities, πab = 1

2 IoscTosc, πAB = 1
2 IKTK,

because the area of an ellipse is π-times the
product of its two axes. Then, using Tosc =

2π/Ω,

TK = π

(
AB
ab

)
1
Ω

.

As seen in Sect. 4, a = ρ + ρ−1, b = ρ− ρ−1

and therefore AB/ab = A. But a2 + b2 =

2(ρ2 + ρ−2) = 2A. Then from the expression
(3.4) for the energy of an oscillator-ellipse
we infer, using (5.4), that a Keplerian tra-
jectory with major axis A has frequency and
period

Ω =

√
Eosc

A
=

√
f M
4A

⇒ TK = 2π

√
A3

f M
(6.2)
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which plainly implies Kepler’s III. law.

7 Scattered motions

As mentioned before, the formula for the
(negative) total energy of planetary motion
in (5.6) is only valid for bound (elliptic) mo-
tions; for unbound (parabolic or hyperbolic)
motions, the energy is zero resp. positive.
Our oscillator-planet correspondence can be
extended to these motions, and in fact also
to those in Rutherford’s experiment with re-

pulsive interaction.
Let us start with the geometry. We use

again the sequence

u 7→ w = u + u−1 7→ z = w2;

the only difference with the previous case is
that the variable u now describes, instead of
a circle as on Fig.1, a straight line through the
origin , as shown on Figs. 2-3. For u = ρ eiφ

w is formally again (4.2), but now it is ρ 6= 0
which varies (between −∞ to ∞), while the
angle is kept fixed, φ = const. Then from

(<(w)

cos φ

)2

−
(=(w)

sin φ

)2

=
(
ρ + ρ−1)2 −

(
ρ− ρ−1)2

= 4 (7.1)

we infer that (for φ 6= 0, π) we have now a
hyperbola with real and imaginary axis

a = |2 cos φ| and b = |2 sin φ| , (7.2)

respectively. The foci are at ±2 because
a2 + b2 = 4. Fixing φ between zero and
π/2 and varying ρ from −∞ → ∞, the full
Zhukovsky hyperbola is obtained : when
0 < φ < π/2, then, for ρ > 0 we have
<(z) ≥ 2 and we get the right branch of the
w-hyperbola. For ρ < 0 we get instead its
left branch, <(z) ≤ −2. If φ = 0, w describes

two half-lines (<(z) ≥ 2 resp. <(z) ≤ −2) of
the real axis; for φ = π/2 we get the imagi-
nary axis.

Choosing φ between π/2 and π would
yield once again the same figure, but in the
opposite order. It is therefore enough to
choose φ in the interval 0 ≤ φ ≤ π/2.

The square of the Zhukovsky hyperbola
is again (4.4) which belongs again to a hy-
perbola shifted by 2 to the right. This fol-
lows from

(<(z)− 2
cos 2φ

)2

−
( =(z)

sin 2φ

)2

=
(
ρ2 + ρ−2)2 −

(
ρ2 − ρ−2)2

= 4 . (7.3)
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This expression is symmetric with respect
to changing the sign of ρ, therefore we can
restrict ourselves to ρ > 0. The real and
imaginary axis are A = |2 cos 2φ| and B =

|2 sin 2φ|; its left focus is the origin.

The subtlety is that choosing the con-
stant parameter φ between π/4 and π/2, we
have <(z) ≤ 2 so we get only the left-branch
of the hyperbolae cf. Fig.2; fixing φ instead

between zero to π/4 then <(z) ≥ 2 so that z
describes the right-branch, cf. Fig.3.

Turning to the dynamics, the oscillator-
Kepler correspondence, (4.3-5.2) and (5.5)
are formally the same as before, except
that for positive planet-energy the oscillator-
frequency (5.6) is imaginary, Ω2 < 0. Let
us assume therefore that the linear force is
repulsive (also called an inverted oscillator).
Then

w′′ = +|Ω|2w =⇒ w(τ) = a cosh |Ω|τ + ib sinh |Ω|τ (7.4)

cf. (3.1), which is a Zhukovsky-hyperbola
with its centre at the origin.

The potential energy of the repulsive
oscillator is negative, − 1

2 |Ω|2|w|2. Therefore
the total energy,

Eosc = 1
2

(
|w′|2 − |Ω|2|w|2

)
= 1

2 |Ω|2(−a2 + b2) (7.5)

[cf. (3.4)] can be either positive or negative,
depending on whether the imaginary or the
real axis is longer.

Our investigations in Sec.5 are still
valid, and still yield motion with inverse-
square force law. When the oscillator-energy
is positive, the Kepler problem with f M =

Eosc > 0 is obtained, with a hyperbolic tra-
jectory. Eosc > 0 means, moreover, that the
imaginary axis is the longer one, b > a. By
(7.2) this happens when π/4 < φ < π/2
and then the image “Zhukovsky-ellipse” is

the left-branch, – the one which turns towards
the Sun as it should for attractive interaction.
This is what happens for most non-periodic
comets observed in the solar system.

What is the use of “oscillator” motions
with negative energy, Eosc < 0 ? The equa-
tion of motion in this case,

z̈ = (−Eosc)
z
|z|3 (7.6)

cf. (5.3), describes the motion with a repul-
sive inverse-square force, as in the Ruther-
ford experiment, when light α-particles with
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⇒ ⇒

u w = u + u−1 z = w2

O O O

π/3

Figure 2: The image of a straight line through the origin of the u-plane with inclination π/4 <

φ < π/2 is a Zhukovsky hyperbola, whose centre is the origin of the w-plane. Squaring the latter
provides us with the left branch of a hyperbola in the z-plane, whose inner focus is z = 0.

⇒ ⇒

u w = u + u−1 z = w2

O O O

π/6

Figure 3: The image of a straight line through the origin of the u-plane with inclination 0 < φ <

π/4 is a Zhukovsky hyperbola, whose centre is the origin of the w-plane. Squaring the latter
provides us with the right-branch of a hyperbola in the z-plane in the z-plane, whose outer focus is
z = 0.
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charge q are scattered on a heavy atomic nu-
cleus with charge of the same sign Q. The
interaction is repulsive, described by (7.6),
with the correspondence

4Eosc = −qQ. (7.7)

However, by (7.5) having negative
oscillator-energy implies the real axis be-
ing the longer one. But this happens when
0 < φ < π/4 – i.e., when squaring yields
the right-branch of the z-hyperbola, shown
on Fig.3. In this case the α-particle is turned
away from the nucleus, consistently with the
repulsive interaction..

Conversely, since the energy is always
positive for the repulsive inverse-square
force,

ECoulomb =
1
2
|ż|2 + qQ

|z| > 0 (7.8)

the inverse transformation (5.5) associates
to the Coulomb-Rutherford problem a re-
pulsive linear system, whose (imaginary)
frequency is determined by the Coulomb-
energy (7.8).

Parabolic orbits have vanishing en-
ergy; their associated “oscillator-frequency”
is therefore Ω = 0 by (5.6) – i.e., w moves
freely along a straight line. If the motion
does not go through the origin, then one can
achieve with a suitable dilation and rotation
that the trajectory be w(τ) = i + τ. Then

z = w2 = (τ2 − 1) + 2τi (7.9)

is the equation of a “horizontally lying”
parabola, as seen from y2 = 4x + 4. The ver-
tex of the parabola is at x = (−1) and its

focus at the origin z = 0. If our straight line
does go through the origin, its image degen-
erates into a half-line.

8 Galilei and Newton

Galileo Galilei, in his “Dialogo. . . ” [6] sug-
gests that a body dropped from a tower (say
the Leaning Tower of Pisa) on rotating Earth
would follow a circular trajectory which, (if
it was not stopped), would pass through the
center of the Earth, cf. Fig.4.

What would be the law of gravitation
consistent with Galilei’s statement ?

Consider a body (of unit mass) dropped
from C and assume that it follows a half-
circle which passes through A, the Earth’
center. Its diameter is thus the radius of the
earth, 2ρ = AC = R, see (Fig.5). The Earth
attracts the body by a force F directed, for
symmetry reasons, towards the center, A, of
the Earth; assume that F = |F| is propor-
tional to some power of the distance,

F = |F| = γ rµ, (8.1)

where γ and µ are constants to be deter-
mined. Decompose F into components : Fn,
the normal component, is directed towards
the center, E, of the trajectory and deter-
mines the centripetal acceleration, while the
tangential component, Ft, determines the
tangential acceleration,

v2

ρ
= Fn, a = Ft, (8.2)

where v is the velocity at T and a = v̇.
Denoting the angle CAT by φ and the arc

36/2/1 10 www.physedu.in
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length CT by s, we have Fn = F cos φ, Ft =

F sin φ, s = ρ 2φ = Rφ ⇒ v = ṡ = Rφ̇ , a =

Rφ̈. Thus we have to solve

(φ̇)2 =
F

2R
cos φ, φ̈ =

F
R

sin φ . (8.3)

Using (8.1) and r = AT = 2ρ cos φ = R cos φ

yields,

φ̇ =

√
γ

2
R

µ−1
2 cos

µ+1
2 φ ⇒ φ̈ = −

(
µ + 1

2

)√
γ

2
R

µ−1
2 cos

µ−1
2 sin φ · φ̇ . (8.4)

Then comparing with (8.3) leaves us with an
identity, provided,

µ = −5 i.e. F(r) = γ r−5 . (8.5)

The body’s initial velocity is that of the
Earth, φ̇(0) = ω = 2π/day. By (8.4) γ =

2R6ω2.
In fact, the problem can be further gen-

eralized. Let us assume that a point parti-
cle moves along a known planar trajectory
r = r(φ) under a central force, which is
directed towards the origin. The force de-
pends on the distance and the azimuthal an-
gle, F = F(r, φ) = F(r, φ)r̂. What force law
can be consistent with the trajectory?

Angular momentum conservation im-
plies that the trajectory lies in the plane and
that r2φ̇ = h = const. The radial component
of the equation of motion is

m(r̈− rφ̇2) = F(r, φ), (8.6)

implying

F(r, φ) = m
(
r̈− h2

r3

)
= −mh2

r2

(d2(1
r )

dφ2 +
1
r

)
.

(8.7)

For the Kepler ellipsis

r =
p

1 + ε cos φ
⇒ F(r, φ) = −mh2

p
1
r2 .

(8.8)
For circular motion, taking the force cen-
trum as the origin, (8.7) implies

F(r, φ) = −8mh2R2 1
r5 , (8.9)

consistently with (8.5).

9 Outlook and some history

The correspondence between a harmonic os-
cillator and the Kepler problem, suggested
by Arnold [2] following Levi-Civita [7] and
Bohlin [8] allowed us to deduce the Kepler
laws of planetary motion from those, sim-
pler, of an oscillator. The correspondence
can be extended to scattered motions exem-
plified by non-periodic comets and Ruther-
ford scattering.

A key element is the redefinition (5.2)
of the parameter along each trajectory, sug-
gested by the comparison (6.1) of the respec-
tive areal velocities.
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Kepler, in his “Astronomia Nova” [9] de-
duced his First Law from Tycho’s observa-
tions of Mars (and then boldly extended
to all planets). Modern textbooks derive
in turn the laws of planetary motion from
Newton’s inverse-square law [1]. The ques-
tion can however be raised also conversely:
What form of a central force can be consistent
with observed trajectories ?

As an example, one can wonder with
what force law would Galilei’s (naive) pic-
ture in his “Dialogo”, Fig.4, consistent ? A
simple calculation shows that such a trajec-
tory requires a force proportional to the mi-
nus fifth power of the distance, (8.5). The
more general question : “Which central force
law does allow circular motion ?” was answered
by Newton [4], vol I. Proposition VII. Prob-
lem II. using elementary geometry.

At the end of the 17th century, the
consistency of the inverse-square law with
circular motion around the Earth’ center
was known widely ; Newton mentions
Hooke, Wren, Huygens. However the con-
sistency of Kepler’s elliptic trajectories with
the inverse-square law was proved first by
Newton [4]. More generally, he proved
that the Law of Universal Gravitation allows
for conic sections. His contemporaries may
have been wondering if these mathemati-
cal possibilities do actually exist in nature.
The answer was given by Newton himself:
collecting the observational data from all
around the Earth, he proved that the Great
Comet of 1680 followed a parabolic trajectory
[4] [11]. Astronomers have been discover-

ing weakly hyperbolic comets since the mid-
1800s.

Arnold argues that both examples men-
tioned above are just particular cases of dual
potentials [2], Thm 3 p. 97 : let us assume
that we have a central force whose strength
is proportional to the distance raised to the
power a. Then the mapping w → z = wα

carries its trajectories to those in a central
field whose strength is proportional to the
distance raised to the power A, where

(a + 3)(A + 3) = 4, α =
a + 3

2
. (9.1)

The potentials ra and and rA are called dual.
For example, the harmonic and the Newto-
nian forces are dual to each other : they cor-
respond to a = 1 and A = −2 respectively ;
then α = 2 as above. The r−5 potential is self-
dual : it corresponds to a = −5 = A. α = −1
i.e. z = 1/w is the inversion.

We just mention, in conclusion, that the
duality relation mentioned here can be gen-
eralized using the theory of conformal map-
pings [2, 12, 13, 14, 15, 16, 17], which can be
used to large variety of problems which in-
clude, apart of planetary motion, also quan-
tum properties and even general relativity.
However their study goes beyond our scope
here.
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Figure 4: Figure copied from Galilei’s “Dialogo. . . ” [6] : who suggested that a body dropped from
C would follow a circular trajectory which passes through the center A of the earth.
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Figure 5: The force is directed towards A, the center of the Earth.
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Abstract

In this paper, we describe a very simple method

to calculate the positions of the planets in the

sky. The technique used enables us to calculate

planetary positions to an accuracy of <∼ 1◦ for

±50 years from the starting epoch. Moreover,

this involves very simple calculations and can

be done using a calculator. All we need are the

initial specifications of planetary orbits for some

standard epoch and the time periods of their

revolutions.

1 Introduction

The night-sky fascinates people. To be able
to locate a planet in the night sky is some-
thing that thrills people. Since the plan-
ets move with respect to the background

stars and continuously change their posi-
tions in the sky, locating them in the sky, es-
pecially when seen from Earth that contin-
uously shifts its position around Sun, could
appear be a non-trivial task. It is a general
notion that calculating the planetary posi-
tions is a very tedious task, involving a lot
of complicated mathematical equations and
computer work. However, to be able to lo-
cate planets in the sky one does not really
need very accurate positions. After all, Ke-
pler’s laws, which describe planetary orbits
reasonably well, are mathematically simple.
Hence, one could use Kepler’s law to predict
planetary positions in which mutual influ-
ence of planets is not considered. Thereby
an accuracy of <∼ 1◦ in planetary positions
would be achieved.

In this paper, we employ a very sim-
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ple method to calculate the positions of the
planets. The technique we use enables us
to calculate planetary positions to an accu-
racy of <∼ 1◦ for ±50 years from the starting
epoch. Moreover, this involves very simple
calculations and can be done using a calcula-
tor. All we need are the initial specifications
of planetary orbits for some standard epoch
and their time periods of revolution. Al-
though accurate planetary positions could
be obtained easily from the internet, yet it is
very instructive and much more satisfying
to be able to calculate these ourselves, start-
ing from basic principles and using a simple
procedure.

Our first step would be to calculate
the positions of all the planets (including
that of the Earth) in their orbits around the
Sun. We initially consider the planets to
revolve around the Sun in uniform circu-
lar motions. Knowing their original posi-
tions for the starting epoch, we calculate
their approximate positions for the intended
epoch. As a consequence of this approxima-
tion there will be some errors since the ac-
tual orbits are elliptical and in an elliptical
orbit the angular speed of the planet is not
uniform and to an extent varies. Therefore,
to get more accurate positions, we need to
make appropriate corrections, which are de-
rived in Appendix A. These corrections ac-
count for the elliptical motion.

Knowing the positions of the planets
around the Sun, we can then use simple co-
ordinate geometry to transform their posi-
tion with respect to an observer on Earth.

Our task becomes simple since the orbits of
all planets more or less lie in the same plane,
viz. the ecliptic plane.

Actually for locating planets in sky,
even manual calculations could suffice,
however, to correct for the orbital elliptic-
ity, numerical values of some trigonomet-
ric functions may be needed, otherwise one
needs tabulated values of corrections [?].
Also, in order to transform the planet po-
sition to a geocentric perspective, a plot of
the relative positions of Sun, Earth and the
planet on a graph sheet or a chart, using
a scale and a protractor, may be required.
However, both these tasks could be per-
formed with the help of a scientific calcula-
tor. Further, if one wants to calculate Moon’s
position too (even though one could locate
Moon in sky easily, without its position cal-
culation), required for knowing the New
Moon or the Full Moon dates, or the dates
of possible solar or lunar eclipses in a spe-
cific year, computations could be done on a
scientific calculator.

In this paper, we calculate the motion
of naked-eye planets only, although the pro-
cedure can be applied equally well for the
remaining planets also.

2 Celestial co-ordinates

All celestial bodies in the sky, including
stars, planets, Sun, Moon and other objects,
appear to lie on the surface of a giant sphere
called the Celestial Sphere. Due to Earth’s
eastward rotation around its axis, the ce-
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Figure 1: Celestial sphere showing the eclip-
tic co-ordinate system [1].

lestial sphere appears to rotate westward
around Earth in 24 hours. Infinitely extend-
ing the plane of Earth’s equator into space
it appears to intersect the celestial sphere to
form a circle, which is called the Celestial
Equator.

As Earth moves around Sun - as seen
from the Earth - Sun changes its position
with respect to the background stars. The
path that Sun takes on the celestial sphere
is called the “Ecliptic”. The familiar Zodiac
constellations are just divisions of the eclip-
tic into twelve parts. Since all other plan-
ets revolve around Sun in nearly the same
plane, they also appear to move on the eclip-
tic.

The celestial equator is inclined to the
ecliptic by 23.5◦. The points of intersections

of these two circles on the celestial sphere
are called the “Vernal Equinox” and the
“Autumnal Equinox”. The Vernal Equinox,
also known as the Spring Equinox, is the
point on the celestial sphere that the Sun
passes through around 21st of March every
year.

In astronomy, an epoch is a moment in
time for which celestial co-ordinates or or-
bital elements are specified, while a celestial
co-ordinate system is a co-ordinate system
for mapping positions in the sky. There are
different celestial co-ordinate systems, each
using a co-ordinate grid projected on the ce-
lestial sphere. The co-ordinate systems dif-
fer only in their choice of the fundamental
plane, which divides the sky into two equal
hemispheres along a great circle . Each co-
ordinate system is named for its choice of
fundamental plane.

The ecliptic co-ordinate system is a ce-
lestial co-ordinate system that uses the eclip-
tic for its fundamental plane. The longitudi-
nal angle is called the ecliptic longitude or
celestial longitude (denoted by λ), measured
eastwards from 0◦ to 360◦ from the vernal
equinox. The latitudinal angle is called the
ecliptic latitude or celestial latitude (denoted
by β), measured positive towards the north.
This coordinate system is particularly useful
for charting solar system objects.

The Earth’s axis of rotation precesses
around the ecliptic axis with a time pe-
riod of about 25800 years. Due to this,
the equinoxes shift westwards on the eclip-
tic. Due to the westward shift of the Vernal
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Table 1: Mean longitude λ0 on 01/04/2020, 00:00 UT

Planet λi (◦): T (days) ω0 (◦/day) λ0 (◦)
Mercury 250.2 87.969 4.09235 277.2
Venus 181.2 224.701 1.60213 150.6
Earth 100.0 365.256 0.98561 189.6
Mars 355.2 686.980 0.52403 270.9
Jupiter 34.3 4332.59 0.08309 288.8
Saturn 50.1 10759.2 0.03346 297.6

Equinox, which is the origin of the ecliptic
co-ordinate system, the ecliptic longitude of
the celestial bodies increases by an amount
360/258 ∼ 1.4◦ per century or a degree in
∼ 72 years, the life span of a human.

Most planets, dwarf planets, and many
small solar system bodies have orbits with
small inclinations to the ecliptic plane, and
therefore their ecliptic latitude β is always
small. Due to only small deviations of the
orbital planes of the planets from the plane
of the ecliptic, the ecliptic longitude alone
may suffice to locate planets in the sky.

3 Calculating planetary positions

3.1 Heliocentric circular orbit

Here, we consider the planets to move
around Sun in circular orbits with a uniform
angular speed. The initial values of mean
longitudes (λi) of the planets given in Ta-
ble 1 are for 1st of January, 2000 A.D., 00:00
UT (adapted from [2]). In Table 1, we have
also listed the period, T (days), of revolution
of the planets [3]. Then, the mean angular

speed is give by, ω0 = 360/T (◦/day). We
denote the Mean Longitude of the planets in
the imaginary circular orbit for subsequent
dates as λ0.

We now demonstrate how to calculate
λ0 for Mars on April 1, 2020.

The initial mean longitude, λi, of Mars
on 01.01.2000 at 00:00 UT = 355.2◦.

Number of days between 01.01.2000
and 01.04.2020 = 7396.

Mean angle traversed duration this pe-
riod = 0.52403× 7396 = 3, 875.7◦.

So, on 01.04.2020 at 00:00 UT, the mean
longitudes is

λ0, = 355.2 + 3, 875.7 = 4, 230.9 =

360× 11 + 270.9◦.
We take out 11 integer number of com-

plete orbits to obtain λ0 = 270.9◦.
In the same way, mean longitudes of all

planets have been calculated in Table 1 for
the same epoch.

3.2 Heliocentric elliptical orbit

Our next step is to correct for the elliptical
shape of the orbit as for some of the plan-
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Table 2: Corrected longitude λ on 01/04/2020, 00:00 UT

Planet λ0 (◦) λp (◦) θ0 (◦) e ∆θ (◦) θ (◦) λ (◦)
Mercury 277.2 77.5 199.7 0.2056 -6.0 193.7 271.5
Venus 150.6 131.6 19.0 0.0068 0.3 19.2 151.1
Earth 189.6 102.9 86.7 0.0167 1.9 88.6 191.8
Mars 270.9 336.1 294.8 0.0934 -10.2 284.6 261.0
Jupiter 288.8 14.3 274.5 0.0485 -5.6 269.0 283.6
Saturn 297.6 93.1 204.5 0.0555 -2.5 202.0 295.4

ets, depending upon the eccentricity (e), the
corrections could be substantial. In a circu-
lar motion, the angular speed of the planet
is constant, however, in an elliptical orbit,
the angular speed of the planet varies with
time. Due to this varying angular speed, ac-
tual longitude λ of the planet will be some-
what different from the mean longitude λ0.

Before we could make corrections for
the elliptical shape of the orbit we need to
know the orientation of the ellipse within
the ecliptic and that can be defined by the
longitude (λp) of the perihelion. The dis-
tance of the planet from Sun varies in an
elliptical orbit and perihelion is the point
on the elliptical orbit that lies closest to
Sun (the orbital point farthest from Sun is
called aphelion). Longitudinal distance of
the planet from the perihelion along the el-
liptical orbit is known as its “anomaly” (de-
noted by θ), while angular distance of mean
position of planet with respect to the perihe-
lion is called the “mean anomaly” (denoted
by θ0). As has been discussed in Appendix
A, there is a one–to–one correspondence be-
tween θ and θ0.

The correction ∆θ to be added to θ0 (Ap-
pendix A, Equation 4) is

∆θ = 2 e sin θ0 +
5
4

e2 sin 2θ0,

where e is the eccentricity of the ellipse.
In Table 2, we have listed values of the

longitude of perihelion (λp) and eccentricity
(e) for all planets, taken from [2].

Let’s consider Mercury’s position on
01/04/20 at 00:00 UT.

Mean longitude, λ0 = 277.2◦

Perihelion Longitude, λp = 77.5◦

Mean anomaly, θ0 = λ0 − λp = 199.7◦

The 1st order correction then is
∆θ1 = 2e sin θ0 = 2 × 0.2056 ×

sin(199.7◦) = −0.13861 rad = −7.9◦,
while the 2nd order correction is
∆θ2 = 5

4 e2 sin 2θ0 = 1.25× (0.2056)2 ×
sin(39.4◦) = 0.03354 rad = 1.9◦.

The total correction then is
∆θ = ∆θ1 + ∆θ2 = −7.9 + 1.9 = −6.0◦

The anomaly, θ = θ0 + ∆θ = 199.7 −
6.0 = 193.7◦

Precession of vernal equinox in 20.25
years = 20.25× 360/25800 ≈ 0.3◦.
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Table 3: Geocentric longitude λg on 01/04/2020, 00:00 UT

Planet a (A.U.) e r (A.U.) λ (◦) rg (A.U.) λg (◦)
Mercury 0.387 0.2056 0.463 271.5 1.024 345.3
Venus 0.723 0.0068 0.718 151.1 0.653 57.6
Earth/Sun 1.00 0.0167 0.999 191.8 0.999 11.8
Mars 1.52 0.0934 1.472 261.0 1.457 300.9
Jupiter 5.20 0.0485 5.192 283.6 5.318 294.4
Saturn 9.55 0.0555 10.04 295.4 10.32 300.8

The longitude, λ = λ0 + ∆θ + preces-
sion of vernal equinox = 277.2− 6.0 + 0.3 =

271.5◦.

We can obtain corrections for the ellip-
tical orbits of the remaining planets in the
same way. The calculated anomaly (θ) and
longitude (λ) are listed in Table 2. The resid-
ual errors in λ values are <∼ 1◦.

3.3 Geocentric perspective

Until now, we have calculated the longi-
tudes, λ, of the planets on the celestial
sphere centred on the Sun. We can also cal-
culate radii r of their orbits around the sun,
for that epoch, giving their positions in po-
lar form (r, λ). To get the positions of planets
on the celestial sphere centred on the Earth,
we first convert the polar co-ordinates into
rectangular form with origin on Sun, and af-
ter shifting the origin from Sun to Earth, we
change them back into polar form.

For converting into a rectangular form,
we have to decide upon the direction of the
X and Y axes. We assume X to be in the pos-
itive direction along the line joining Sun to

the Vernal Equinox, and Y to be perpendic-
ular to X in the ecliptic plane in such a way
that the longitude is a positive angle.

3.4 An example

As an example, this procedure is demon-
strated for Mercury’s position on 01/04/20
at 00:00 UT.

3.4.1 Heliocentric co-ordinates

Distance, r, of Mercury from Sun can be ob-
tained from the anomaly θ as,

r =
a(1− e2)

1 + e cos θ
= 0.463A.U.,

where a = 0.387 A.U. is the length of semi–
major axis of its elliptical orbit. Distances to
planets in the Solar system are convention-
ally measured in astronomical units (A.U.),
the mean distance of Earth from Sun, which
is nearly 1.5× 108 km.

The heliocentric polar co-ordinates of
Mercury thus are (0.463 A.U., 271.5◦). Then
we can get heliocentric rectangular co-
ordinates of Mercury as,
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Xh = r cos(λ) = 0.012 A.U.
Yh = r sin(λ) = −0.463 A.U.
Similarly we get heliocentric rectangu-

lar co-ordinates of Earth as,
X0 = −0.978 A.U.
Y0 = −0.204 A.U.

3.4.2 Geocentric co-ordinates

Geocentric rectangular co-ordinates of Mer-
cury then are

Xg = Xh − X0 = 0.990 A.U.
Yg = Yh −Y0 = −0.259 A.U.
Converting these into polar form, we

get the geocentric distance and longitude as,
rg =

√
(X2

g + Y2
g) = 1.024 A.U.

λg = tan−1(Yg/Xg) = 345.3◦.
In Table 3 we have given the calculated

geocentric longitudes of various planets on
01.04.2020 at 00:00 UT. In the Earth/Sun row
in Table 3, rg, λg are the geocentric values
for the Sun’s position. The position of Sun
on the celestial sphere, as seen from Earth,
is in a direction exactly opposite to that of
Earth as seen from the Sun. Therefore the
geocentric longitude of Sun is the heliocen-
tric longitude of Earth plus 180◦.

We have ignored any perturbations on
the motion of a planet due to the effect of
other planets which may distort its ellipti-
cal path. We are able to get the accuracy of
<∼ 1◦ for long periods (±50 years) because
most of the terms ignored in the heliocentric
longitude calculations are periodic in nature
and do not grow indefinitely with time (see
e.g. [4]). The other parameters characteriz-
ing the elliptical orbit, like the longitude of

the perihelion, semi–major axis and eccen-
tricity etc. change so slowly with time that
for the accuracy we are interested in, these
can be considered constant for ±50 years.

4 Locating planets in sky

After having computed the geocentric lon-
gitudes of the planets, we are now in a posi-
tion to locate them in the sky. Any one famil-
iar with the Zodiac constellations could lo-
cate a planet from its position in the constel-
lation in which it lies. The ecliptic is divided
into 12 Zodiac signs – Aries, Taurus, Gemini,
Cancer, Leo, Virgo, Libra, Scorpio, Sagittar-
ius, Capricorn, Aquarius, Pisces. The Ver-
nal equinox, at zero ecliptic longitude, is
the start of the first Zodiac sign and is also
known as the First Point of Aries. But there
is a caveat attached. Because of the pre-
cession the vernal equinox has shifted west-
ward by almost the full width of a constel-
lation in the last ∼ 2000 years since when
the Zodiac signs and constellation were per-
haps first identified. As a consequence, the
First Point of Aries now lies in the constel-
lation Pisces. For example, on 01/04/2020,
geocentric longitude 294.4◦ of Jupiter im-
plies it is in the 10th Zodiac sign Capri-
corn, but actually lies in the Sagittarius con-
stellation, taking into account the shift by
one constellation due to precession. There
are further complications. The twelve con-
stellations are not all of equal length of arc
along the ecliptic longitude. Moreover there
is another constellation, viz. Ophiuchus,
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through which the ecliptic passes. However
these complications are somewhat set aside
by the fact that there are only about half a
dozen stars in the Zodiac with an appar-
ent brilliance comparable to the naked–eye
planets, therefore with some familiarity of
the night-sky, one could locate the planets
easily from their geocentric longitude val-
ues. It further helps to remember that un-
like stars, the planets, because of their large
angular sizes, do not twinkle.

For a more precise location of a planet
we can calculate its relative angular distance
from the Sun along the ecliptic. The differ-
ence between the geocentric positions of a
planet and Sun (Table 4) is called the elon-
gation (ψ) of the planet and it tells us about
planet’s position in the sky with respect to
that of the Sun. The longitude increases
eastwards, therefore, if the longitude of the
planet is greater than that of the Sun, then
the planet lies to the east of the Sun. That
means, in the morning the Sun will be rising
before the planet rises but in the evening the
planet will be setting after the sunset. So the
planet will be visible in the evening sky in
the west. On the other hand, if the geocen-
tric longitude of the planet is smaller than
that of the Sun, then it lies to the west of the
Sun and will rise before the sunrise and will
be visible in the morning in the eastern sky.

In Table 4, positions of planets with re-
spect to Sun on 01.04.2020 are given for 00:00
UT, which corresponds to 05:30 IST (Indian
Standard Time). For example, the geocen-
tric longitude of Venus with respect to Sun is

Table 4: Elongations of the planets on
01/04/2020

Planet
λg(◦) ψ(◦) λg(◦) ψ(◦)

05:30 IST (17:30 IST)
Sun 11.8 - 12.3 -
Mercury 345.3 -26.4 346.0 -26.3
Venus 57.6 45.9 58.1 45.8
Mars 300.9 -70.9 301.3 -71.0
Jupiter 294.4 -77.4 294.4 -77.8
Saturn 300.8 -71.0 300.8 -71.4

57.6− 11.8 = 45.9◦. Thus Venus has an east-
ern elongation 45.9◦ on 01.04.2020, 05:30 IST,
and would be visible only in the evening, af-
ter the sunset, in the western sky.

As Earth completes a rotation in 24
hours, the westward motion of the sky is at a
rate 360/24 = 15◦/ hour. This rate is strictly
true for the celestial equator, but we can use
this as an approximate rotation rate even for
the ecliptic, which is inclined at 23.5◦ to the
equator. Therefore Mercury, on 01.04.2020,
will rise about 26.4/15 ∼ 1.5 hours before
the sunrise, and could be seen in the eastern
sky in the morning.

It is, however, possible to determine the
planetary positions for any other time of
the day. For instance, in the case of Venus,
which is visible in the evening hours on our
chosen date of 1/4/2020, it might be prefer-
able to calculate the position on that date for
12:00 UT, corresponding to 17:30 hr IST, lo-
cally an evening time. For this, we use the
number of days in Step 1 as 7396.5. It should
be noted that not only the longitude of each
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Figure 2: A schematic representation of the
elongations of planets at the times of sunrise
and sunset on April 1, 2020.

planet around Sun might change by a cer-
tain amount, even the longitude of Earth ad-
vances by ∼ 1◦ in a day, thus affecting the
elongation of even Jupiter and Saturn (Ta-
ble 4), whose angular speeds are relatively
small (Table 1). In Table 4, we have listed
the elongations of all five naked-eye planets
on 01-04-2020 at 00:00 hr UT (5:30 IST) and at
12:00 hr UT (17:30 IST). Venus with an east-
ern elongation ∼ 46◦ on that evening, will
be setting approximately three hours after
the sunset. This way, one can easily locate
the planets in the sky from their elongations.

Figure 2 is a schematic representation
of the relative positions of various planets
with respect to the Sun at the horizon, on the
morning and evening of April 1, 2020.

5 Conclusions

It is generally thought that calculation of po-
sition of planets in the night sky is a diffi-

cult job, which can be accomplished only by
complex scientific computations, using fast
computers. Our motive here has been to
dispel such a notion and bring out the fact
that such complex and accurate computa-
tions are not always really necessary. One
can calculate the position of planets using
the method derived here and get the thrill of
finding the planet at the predicted position
in the night sky.

We have been able to obtain the position
of planets within an accuracy of <∼ 1◦., us-
ing a calculator. This method can be used to
reckon planetary positions up to ±50 years
of the starting epoch.

Appendix A: Correction for the

orbital ellipticity

We compute the correction for motion of a
planet in an actual elliptical orbit from that
in an imaginary circular orbit. Period of rev-
olution in circular orbit is taken to be exactly
the same as that in the elliptical orbit. The
origin of the mean longitude in circular or-
bit is chosen such that λ0 coincides with the
longitude λ of the planet when it is at the
perihelion in its elliptical orbit. For mathe-
matical convenience, we take t = 0 at that
instant. Then λ0(0) = λ(0). Let λp be the
longitude of the perihelion of the planet’s el-
liptical orbit. We subtract λp from λ0 and
λ to obtain what is called respectively, the
mean anomaly θ0 and the anomaly θ of the
planet. Thus θ0 = λ0 - λp, and θ = λ - λp.

Then θ0(0) = θ(0)
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Figure 3: A schematic diagram of the planet in circular and elliptical motion.

In circular motion, the angular speed,
ω0, of the planet is constant. However, in
the elliptical motion, the angular speed of
the planet varies with time.

Let a time t has passed after t = 0. Then,
the change in θ0 of the planet is ω0t whereas
the change in θ of the planet won’t be the
same because of the variation in the angular
speed along elliptical trajectory.

Let ∆θ(t) = θ(t) - θ0(t).

We know that θ0(t) and θ(t) are peri-
odic by the same time interval, T, as T is the
time period of revolution in both the cases
(elliptical and circular motion). Hence, all
value of θ0(t) and θ(t) repeat after a time pe-

riod of T. Hence, θ0(t) and θ(t) have a one–
to–one relation. Hence, ∆θ also repeats after
time T. The uniform circular motion thus is
a useful approximation because the error ∆θ

is periodic with time and does not keep ac-
cumulating with time to grow to very large
values.

To find the correction, first consider an
elliptical orbit of a planet around the Sun as
shown in Figure 3. We use the equation of
the ellipse in polar co-ordinates (r, θ) where
θ is the anomaly. The equation of the ellipse
then is

r =
l

1 + e cos θ
=

a(1− e2)

1 + e cos θ
, (1)
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where l = a(1 − e2) is the semi–latus rec-
tum with a as the semi–major axis and e the
eccentricity of the ellipse. The semi–minor
axis of the ellipse is b = a

√
1− e2.

Now, total area of the ellipse A = πab
is swept in T, the time period of revolution.
From Kepler’s second law we know that the
rate of area swept out by the position vector
of planet (with respect to Sun) is a constant.
Therefore the rate of area swept is

dA
dt

=
r2

2
dθ

dt
=

πab
T

.

Substituting from Equation (1), we get

2π

T
=

(1− e2)
3
2

(1 + e cos θ)2
dθ

dt
.

We notice that 2π/T is nothing but the mean
angular speed ω0. Therefore

θ0(t) =
∫ t

0
ω0 dt =

∫ t

0

(1− e2)
3
2

(1 + e cos θ)2 dθ. (2)

We want to get the equation in the form, θ =

θ0 + ∆θ, so that by adding the longitude of
the perihelion on both sides of the equation,
we could get the relation between the correct
longitude λ and the mean longitude λ0.

A direct integration of Equation (2) may
not be possible, but we can expand the inte-
grand as a series and integrate only a few
first most significant terms. A binomial se-
ries expansion is possible because the eccen-
tricity of an ellipse, e < 1. During the ex-
pansion we drop terms having higher than
e2 factor.

θ0(t) =
∫ t

0
(1− 3

2
e2 + · · · )(1− 2 e cos θ

+3 e2 cos2 θ + · · · )dθ

After integration we get

θ0 = θ − 2 e sin θ +
3
4

e2 sin 2θ + · · · , (3)

which can be written as

∆θ = θ − θ0 = 2 e sin θ − 3
4

e2 sin 2θ

+ · · ·

However we want the right hand side of
Equation (3) to be expressed in terms of θ0.
For that we can substitute θ = θ0 + ∆θ on
the right hand side to get,

∆θ = 2 e sin(θ0 + ∆θ)− 3
4

e2 sin[2(θ0 + ∆θ)]

+ · · ·

Expanding in powers of ∆θ and neglecting
terms of order e (∆θ)2, e2 ∆θ and higher we
get

∆θ (1− 2 e cos θ0) = (2 e sin θ0 −
3
4

e2 sin 2θ0),

or

∆θ =
(2 e sin θ0 − 3

4 e2 sin 2θ0)

(1− 2 e cos θ0)
.

Again Expanding in powers of e and ignor-
ing terms of order e3 or higher, we get

∆θ = 2 e sin θ0 +
5
4

e2 sin 2θ0 (4)

which is the required expression for the cor-
rection term.

Appendix B: Position of the Moon

Here we determine Moon’s position for any
given epoch, say, April 1, 2020, 00 UT, start-
ing from the initial epoch 1st January 2000,
00 UT.
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Moon moves in a geocentric orbit of
mean eccentricity e = 0.0549 and a tropical
revolution period of T = 27.32158 days, cor-
responding to a mean angular speed ω0 =

13.17640◦/day with respect to the vernal
equinox. From the initial value λgi = 211.7◦

on 1st of January, 2000 A.D., 00:00 UT,
Moon’s mean geocentric longitude is calcu-
lated as, λg0 = 211.7 + 13.17640 × 7396 =

104.4◦.

But before we correct for the ellipticity
of the Moon’s orbit, we need to consider
that unlike in a planetary orbit where the
position of the perihelion change so slowly
with time that it can be considered constant
for ±50 years, in Moon’s orbit the perigee
rotates forward with respect to the vernal
equinox with a period of 3231.4 days (∼ 8.85
years), corresponding to an angular speed
0.11141◦/day. With an initial value of 83.3◦,
the longitude of the perigee, on April 1,
2020, 00:00 UT is then given by, λp = 83.3 +
0.11141× 7396 = 187.3◦. From this we get
Moon’s mean anomaly for a circular motion
as, θ0 = λg0 − λp = 277.1◦.

We can now use Equation (4) in the
same way as for the planets to get the cor-
rection for the ellipticity ∆θ = −6.3◦, which
gives Moon’s corrected geocentric longitude
λg = λg0 + ∆θ = 98.1◦. However, the value
obtained thus is accurate only up to ∼ 2◦.
The reason being that there is an impor-
tant perturbation term, known as Evection,
which depends upon Moon’s mean elon-
gation ψ0 as well as its mean anomaly θ0,
and has a value, ∆θev = 1.27◦ sin(2ψ0 −

θ0). Substituting for ψ0 = 104.4 − 9.6 =

94.8◦, we get, ∆θev = 1.27 sin(2 × 94.8 −
277.1) = −1.3◦. Thus a more accurate value
of Moon’s geocentric longitude on April 1,
2020, 00:00 UT is λg = 98.1 − 1.3 = 96.8◦,
and the elongation ψ calculated thence is
85.0◦.

There is another feature of the Moon’s
motion which has a direct bearing on the
time of occurrences of solar and lunar
eclipses. Moon’s orbit is inclined to the
ecliptic with a mean inclination of 5.16◦, in-
tersecting it at points known as the ascend-
ing and descending nodes. The ascending
node is the one where Moon crosses the
ecliptic in a northward direction. Gravita-
tional pull of the Sun causes a precession
of the axis of Moon’s orbital plane around
that of the ecliptic with a tropical period of
6798.4 days (∼ 18.6 years). Consequently
the nodes of the Moon’s orbit have a ret-
rograde motion of ∼ 0.05295◦/day around
the ecliptic. With an initial value of 125.1◦

on 1st January 2000, 00 UT, the longitude of
the ascending node for the epoch April 1,
2020, 00:00 UT is 125.1 − 0.05295 × 7396 =

−266.5◦, implying ψΩ = 81.7◦, while the de-
scending node is 180◦ away at ψf = −98.3◦.

A solar eclipse can take place near the
New Moon time, when Moon’s elongation
is ∼ 0◦ and it could block sunlight to reach
some parts of the Earth’s surface, while a lu-
nar eclipse can take place around the Full
Moon time, when Moon’s elongation is ∼
180◦ and Earth may be blocking sunlight
from reaching the Moon. However, these
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events could occur only when Sun’s longi-
tude is close to that of one of the nodes be-
cause it is then only Earth and Moon both
get nearly aligned in a straight line with Sun,
so that one of these celestial bodies could
block sunlight to cause a shadow on the
other celestial body.

Appendix C: The astronomical

calendar

In all the examples presented above, the cal-
culations were made using a scientific cal-
culator. This procedure is appropriate for
quickly getting planetary positions, to lo-
cate one or more planets in sky, occasion-
ally, on some specific day. However if one
wants to do many computations, say cal-
culate positions for planets for many more
days of the year, the process could become
tedious and the chances of a numerical mis-
take occurring in manual calculations could
become high. Since the process of comput-
ing planetary positions is a repetitive one,
it could then be much more convenient to
write a simple computer programme, us-
ing the algorithm described above, to carry
out calculations. We have written such a
programme to compute positions of all the
planets as well as of the Moon for each day
of a specified year and present the results in
the form of an astronomical calendar which
gives elongations of different planets for all
days of the year.

The calendar allows us to locate the
naked-eye planets in the sky for any time

of the corresponding year. The horizontal
axis displays the elongation in degrees, and
is centred around the Sun, which by defi-
nition has a zero elongation. The vertical
axis marks the day of the year. Thus to lo-
cate a planet on any given date of the year,
we select that date on the vertical axis and
then move in a horizontal direction till we
find the planet. From the elongation of the
planet we can easily locate it in the sky. Dif-
ferent paths of various planets as well as
those of Sun, Moon and both nodes, can be
identified from their conventional symbols,
which are explained at the bottom of the fig-
ure. We can use the calendar to find what
all planets are above the horizon at any time
of the day. Suppose for a given date of the
year we want to locate all planets visible in
the sky at, say, dawn. The Sun, at 0◦ elon-
gation, will at that time be just rising near
the eastern horizon and the −180◦ elonga-
tion point in the calendar will be near the
western horizon. The intermediate elonga-
tion points will be at in-between positions
on the celestial hemisphere, e.g., the −90◦

elongation point will be close to the culmi-
nation point (the point nearest to the zenith).
This way going along the horizontal direc-
tion from 0◦ to −180◦ at the chosen date,
we will find the celestial position of all plan-
ets visible in the morning sky on that date.
At dusk, with sun setting near the western
horizon, the visible sky will stretch eastward
from 0◦ to 180◦ elongation on the calendar.
Similarly one can locate planets on the ce-
lestial sphere at other hours of the day. At
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Figure 4: Astronomical calendar for locating planets in sky for the year 2020.

midnight, with culmination point being at
180◦ (which is the same as −180◦), the sky
towards west will stretch from 180◦ to 90◦

and that towards east will be from −180◦

to −90◦ elongation, while at 9 p.m., with
the culmination point at 135◦, the celestial
hemisphere will stretch from west to east
between 45◦ and 225◦ (equivalently −135◦)
elongations.

The slant dotted lines running across
the calendar from west to east almost every

month represent Moon’s path. Their dates
of intersection with the Sun’s path at 0◦ elon-
gation mean New Moon days, while inter-
sections with the midnight lines (at ±180◦

elongation) imply Full Moon days, with the
intermediate phases at the in-between dates.
The faint lines in the calendar represent the
relative positions of the ascending node and
descending node of Moon’s orbital plane.
Intersection of the sun’s path (at 0◦ elonga-
tion) or of the midnight lines (at±180◦) with
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one of the lines of nodes, indicate the pos-
sibility of occurrence of an eclipse. In the
neighbourhood of these intersection points,
at the time of a New moon there might pos-
sibly occur a solar eclipse while at the Full
moon time there is a possibility of lunar
eclipse.

For many planetary phenomena, the as-
tronomical calendar can act as a quick indi-
cator. However, because of the limited res-
olution of the display in the calendar, for
a better accuracy one might go back to the
actual tabulated data from which the calen-
dar has been generated. From our computed
data for the longitudes of the Sun, Moon
and the lines of nodes for the year 2020,
we find that the possible dates for the solar
eclipses in the year 2020 are 21st June and
14th December, which are the New Moon
date close to the intersection point of the
lines of nodes with Midday line (Sun’s path
at 0◦). Similarly, possible lunar eclipses on
Full Moon dates near the intersection points
of the lines of nodes with Midnight lines
(at ±180◦) would in 2020 fall on January
10, June 5, July 5 and November 30. How-
ever, as seen in Figure 4, these might only be
Penumbral Lunar eclipses as the Full Moon
positions do not fall very close to any of the
intersection points.

From the astronomical calendar (Figure
4), we can expect some interesting astro-
nomical vision in the year 2020. Jupiter and

Saturn will be moving closer to each other
in sky with the two being closest (within a
degree – the accuracy limits of our calcula-
tions), an event known as a great conjunc-
tion, around 23rd of December. For about 10
days, near the end of March, when Jupiter
and Saturn will be within∼ 7◦ of each other,
Mars will be lying in between the two. Not
only will there be three bright objects seen in
close proximity of each other in sky, Mars,
seen within a degree of Jupiter on 22nd of
March will move to within a degree of Sat-
urn by 1st of April. But this spectacular sight
will be for the eyes of the early birds only, as
this would be visible before sunrise, in the
eastern sky.
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Abstract

Teaching Laboratories in Physics and Electronic

Science can be made more interesting using

computer assisted data acquisition systems.

An indigenous tool, named ExpEYES-17 is

developed by the Inter-University Accelerator

Center for this purpose, and the author has

designed a new approach for a very classical

hands-on laboratory experiment using the tool,

and programming language python.

1 Introduction

Teaching Laboratories in Physics covers a
plethora of experiments. In Electronic Sci-
ence, there are some more experiments, tai-
lor made for the subject. Conventionally
the experiments are carried out using power
supplies, analog or digital meters and oscil-
loscopes. Albeit use of classical modes of ex-
periments have played a pivotal role in en-

hancing the skill of the student in handling
them, a parallel approach of data acquisi-
tion method can also open new horizons in
learning. The data acquisition methods pro-
vide a rapid acquisition of data in compari-
son with the classical methods, although the
classical methods can provide more hands
on experience. Combined together, classi-
cal method and data acquisition method can
expose a graduate level students to best of
both the worlds.

The Inter-University Accelerator Center
(IUAC), New Delhi, is an autonomous re-
search center of the University Grants Com-
mission. ExpEYES-17, a microcontroller
based data acquisition system, was de-
signed by a research group in IUAC, and
the hardware design is published under the
CERN-OHL[1]. CERN-OHL is an Open
Hardware Licensing method devised by the
CERN (Conseil Européen pour la Recherche
Nucléaire, or the European Organization for
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Nuclear Research) under which one can de-
sign a hardware, and keep it open source.
The software is distributed under the GNU
General Public License, generally called the
GNU-GPL. GNU, actually a synonym of
an African animal called wildebeest, was a
project started by Richard Stallman while he
was in the Massachusetts Institute of Tech-
nology, where software’s and operating sys-
tems were free, and mostly open source.

The whole Hardware and software, of
ExpEYES-17, in essence, are open source,
making the combination an excellent choice
for laboratory experiments. The standard
user interface of the software contains about
fifty experiments to be performed. The au-
thor, is in the process of designing some
more experiments that are not included in
the software, and to make this setup more
and more acceptable to the students and
teachers of Physics and Electronic Science.
In this Article, the author has designed a
very popular experiment of graduate level,
i.e., Drain characteristics and Transfer Char-
acteristics of a JFET using the ExpEYES-17
hardware as the experiment and data aqui-
sition platform, and writing necessary soft-
ware code in python.

2 Introduction to ExpEYES-17

The IUAC has conceived the Phoenix Project
in 2004. The name of the project was the
abbreviation of ‘Physics with Home-made
Equipment & Innovative Experiments’.
ExpEYES-17 once again, is the abbreviation

of ‘Experiments for Young Engineers and
Scientists’.

The kit is built around a
PIC24EP64GP204 Micro-controller, along
with other necessary hardware. A schematic
of the complete hardware is available under
the CERN-OHL at www.expeyes.in[2], and
can be constructed anywhere.

2.1 Hardware of ExpEYES-17

Figure 1 shows the front end of the
ExpEYES-17 kit. The kit has three separate
connector blocks. One block acts as gener-
ator of various signals and voltages. The
second block consists of inputs for measure-
ments, and contains a digital storage oscillo-
scope. The Third Block is for I2C modules.
Here in this experiment, the author did not
use the third block, and will limit the discus-
sion within the used blocks only.

Figure 1: A view of the inputs & outputs of the
ExpEYES-17 kit.

The ExpEYES-17 kit provides the user
with input/outputs that works with real
currents and voltages. It is not a simula-
tor anyway, rather a hardware experiment
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and data acquisition system. The kit con-
nects to a Personal Computer (PC) running
the ExpEYES-17 user software over Linux or
Windows through a USB 2.0 Type-A to Type
Mini-B connector. The USB 2.0 interface can
transfer data at a speed up to 480 Mbit per
second. Another important aspect of the in-
terface is that the kit draws the power re-
quired to run, and to supply the components
under experiment on the kit, from the PC it-
self through the USB interface as well. The
USB 2.0 standard allows a maximum +5V
DC supply voltage, and up to 500 mA DC
current to be used by the ExpEYES-17 kit.
Figure 2 shows the internal Printed Circuit
Board along with the Input/Output Termi-
nals of the ExpEYES-17 kit.

Figure 2: A view of the Internal Circuit Board
of the ExpEYES-17 kit.

As the experiment will deal with the
characteristics of a JFET, the Bias and input
voltages to the JFET are to be taken from the
Output (Signal Generator) Block of the Ex-
pEYES kit, and the output of the FET will
be fed to the Input (Oscilloscope & Sensors)
Block of the kit.

2.2 Input (Signal Generator) Block to

JFET:

Here we have two variable voltage sources
PV1 and PV2, having supply voltage in the
range of (0 to ±5 VDC) and (0 to ±3.3 VDC)
respectively. The resolution of the voltage
sources are 12 bits, which implies that about
2.5mV steps can be achieved when changing
the voltages. Two Square wave generators
of Maximum Amplitude of 5 Volts are avail-
able via outputs SQ1 and SQ2. One digi-
tal Output OD1, one constant current source
CCS are also available at the block. Two out-
puts, WG and WG are also there to provide
sine and triangular waveforms. The com-
plement over WG signifies an 180◦ phase in-
version. The highest frequency available for
the waves in limited to 5 KHz. 80mV, 1V
and 3V are the three levels of voltage that
are available at WG. All the waves are syn-
thesized. There are four numbers of ground
terminals at the signal generator block. All
the outputs are controllable using the GUI,
or python commands.

In this article, we will only be using
the variable DC voltage sources PV1 and
PV2 for the experiment involving a JFET.
Circuit description of every single signal
generation is out of the scope of this arti-
cle. As the ExpEYES-17 is powered by USB
2.0, it gets only +5VDC supply from the
PC. The microcontroller used here operates
at +3.3VDC, with a tolerance of ±0.3VDC.
+3.3VDC is generated from the +5VDC USB
2.0 connection, and supplied to the micro-
controller. The +5V and +3.3V DC Voltages
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are then supplied to PV1 and PV2 respec-
tively, through charge pumped DC-to-DC
converters to generate the negative voltages
as well, built around LM324 OP-AMPs. The

value of the voltages are defined by Pulse-
width Modulation from the micro controller.

The summary of the signal generators
are given in table 1 .

Table 1: Summary of the outputs of the ExpEYES-17 which provides input to the JFET
O/P Description

CCS
Constant Current Source. Provides about 1.1 mA under software controlled
switch.

PV1
Variable voltage source from -5VDC to +5VDC, minimum step size 2.5 mV,
controllable through software.

PV2
Variable voltage source from -3.3VDC to +3.3VDC, minimum step size 0.8
mV, controllable through software.

SQ1
Output swings from 0 to 5 volts and frequency can be varied from 4Hz to
5kHz. Duty cycle is programmable.

SQ2
Output swings from 0 to 5 volts and frequency can be varied from 4Hz to
5kHz. Duty cycle is programmable. Not usable when using WG.

OD1 The voltage at OD1 can be set to 0 or 5 volts, using software.

WG

Sine/Triangular Wave generator. Frequency can be varied from 5Hz to
5kHz. The peak value of the amplitude can be set to 3 volts, 1.0 volt or
80 mV. Shape of the output waveform is programmable. Using the GUI sine
or triangular can be selected.

WG Inverted WG.

2.3 Output (Oscilloscope & Sensors)

Block:

The Input block consists of inputs IN1 &
IN2. IN1 can measure capacitances, and IN2
can count frequencies up to several Mega-
hertz. SEN input is used to measure re-
sistance. Two analog oscilloscopes chan-
nels A1, and A2 are available as inputs,
with maximum input voltage ± 16 Volts,

and maximum sampling rate of 1 Msps, and
input impedance of 1 MΩ. A third oscil-
loscope channel for precision voltage mea-
surement for voltages ranging within ±3.3
V, and with input impedance of 10 MΩ
is available through A3 input. A fourth
oscilloscope input, specially configured for
use with condenser microphone is available
through the MIC terminal. Four ground ter-
minals are available here as well.
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In this article, we will only be using
the channel A2 for measuring the voltages.
Channels A1, A2 and A3 work in almost
similar fashion. The input signal at A2 faces
a 1 MΩ resistance before getting attenuated
by a TL082 OPAMP attenuator, and then, a

6S21 Programmable Gain Amplifier (PGA)
is used to control the gain of the input, be-
fore feeding it to the micro-controller. Cir-
cuit description of every single input chan-
nels are beyond the scope of the article.

The summary of the inputs are given in
table 2 below.

Table 2: Summary of the inputs of the ExpEYES-17 which senses the output of the JFET
I/P Description

IN1
Capacitance meter: Capacitance connected between IN1 and Ground can be
measured.

IN2 Frequency Counter: Capable of measuring frequencies up to several MHz

SEN
Resistive Sensor Input: meant for sensors like Light Dependent Resistor,
Thermistor, Phototransistor etc.

A1

±16V Analog Input: Can measure voltage within the ±16 volts range. The
input voltage range can be selected from .5V to 16V full-scale. Voltage at
these terminals can be displayed as a function of time, giving the function-
ality of a low frequency oscilloscope. The maximum sampling rate is 1 Msps
/channel.

A2 Same as A1

A3
±3.3V Analog Input: Can measure voltage within the ±3.3 volts range. Ca-
pable of displaying very small amplitude signals. The input impedance of
A3 is 10 MΩ.

MIC
Microphone input: A condenser microphone can be connected to this ter-
minal and the output can be captured.

The Input and the Output sections are
interfaced with a set of push-to-release ter-
minal blocks as shown in Figure 1 & 2, thus
eliminating the need of breadboards to con-
duct simple experiments. However, bread-
boards can well be used with this kit, with
hook-up wires.

2.4 Sofware of ExpEYES-17:

The software of ExpEYES-17 is designed in
Python, and C. It consists of an oscilloscope
display, occupying most of the interface. At
the right side, control sliders are available
for PV1, PV2, SQ1, and WG. Signal type
can be selected from the dropdown menu
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above the WG slider. On the menu bar,
about 50 experiments of different levels of
Physics Teaching Lab is arranged. 4 Oscillo-
scope channel controls, namely A1, A2, A3
and MIC are at the sides of the oscilloscope
display, including the time base and trigger
control. Measurements of Capacitor, Resis-
tor and Frequency are available at the top
right. The Interface is shown in Figure 3.

Figure 3: A view of the User Interface (Soft-
ware) of the ExpEYES-17 kit.

The software is an interface that con-
trols the hardware. It is not a simulator.
Instead, it tells the microcontroller how to
generate signals, and interpret the inputs,
and send it back to the PC. It is also possi-
ble to directly use python codes to drive the
kit by calling specific libraries that handle
the hardware. In this article, the author has
used the later approach. The User’s Manual
for the kit is available under GNU-GPL.[9]

3 Working Principle of a Junction

Field Effect Transistor (JFET):

Junction Field Effect Transistors are semi-
conductor active devices that can control
current under the influence of applied elec-
tric field. Heinrich Welker first patented
JFET in 1940 and ever since, this device re-
mained a popular choice of circuit design-
ers.

In JFET, a region of extrinsic semicon-
ductor, either n type, or p type, called the
channel, forms an ohmic region through
which a current can pass. Unlike a Bipolar
Junction Transistor or BJT, there is no junc-
tion across the channel. There are two termi-
nals connected via ohmic contacts at either
end of the channel, namely the Source, and
the Drain. The current that flows through
the channel due to difference of voltages ap-
plied at the Source and the Drain VDS is
called the Drain Current ID, and it depends
upon the resistivity and the dimensions of
the channel, and the VDS as well. This article
will limit its discussion within the n-channel
JFETs where the channel is made of n-type
semiconductor, having electrons as majority
carriers, and holes as minority carriers.

In n-channel JFETs, narrow region(s) of
heavily doped p-type semiconductors, gen-
erally known to be as p+ region(s), and
is (are) developed over the side(s) of the
channel, depending upon the geometry of
the device. Figure 4 shows a schematic of
cross sectional view of the geometry of an n-
channel JFET. Terminal(s) connected at the
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Figure 4: View of the cross section for a cylin-
drical symmetry geometry of an n-channel JFET
(Published from R Boylestad & L. Nashelsky,
Electronic Devices and Circuit Theory, 11e, Pear-
son 2014[3])

p+ regions is (are) known as the Gate. Fig-
ure 5 shows the symbol of a n-Channel JFET,
with the terminals, the voltages, and their
polarities, and the direction of the Drain
Current.

A reverse voltage applied at the Gate
terminal with reference to the Source VGS,
creates a depletion region at the Channel-
Gate p-n junction. The depletion region
penetrates more in to the channel region
than the gate region due to the difference
of doping concentration between the Chan-
nel and the Gate. An increment of this re-
verse voltage VGS results into widening of
the depletion region, more into the chan-
nel, thereby reducing the effective chan-
nel width. As channel shrinks, the avail-
able number of majority careers drops, and

Figure 5: Symbol of a n-channel JFET, show-
ing the terminals, the voltages, and their polari-
ties, and the direction of the Drain Current (Pub-
lished from R Boylestad & L. Nashelsky, Elec-
tronic Devices and Circuit Theory, 11e Pearson
2014[3])

so does the drain current ID. No current
passes through the Gate-Channel junction
except an infinitesimally small reverse cur-
rent, electric field builds up at the gate with
increase of the VGS, and therefore, the device
is called a Junction Field Effect Transistor.

An interesting phenomenon observed
in a JFET is channel pinch off. Figure
6 shows the model of JFET with biasing
arrangement, given by William Shockley.
Consider the case where VGS = 0, i.e., no
voltage is applied across the gate-channel p-
n junction. Now, if VDS is increased, the
drain voltage VD will be at higher positive
voltage than the source voltage VS = 0, while
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Figure 6: Shockley’s model of n-channel JFET,
showing the dimensions of the depletion region,
and pinch off, along with the required bias volt-
ages (Published from E. F. Schubert, JFETs and
MESFETs (Lecture Notes), Rensselaer Polytech-
nic Institute, 2003)[4])

along the length L of the gate, the gate volt-
age VG will remain equal to VS = 0, consid-
ering the case where VGS = 0, i.e., no volt-
age is applied across the gate-channel p-n
junction. Increment of VDS will increase the
drain current ID. As the drain current ID

is now only limited by the drain resistance
RD, the channel is resistive, and the volt-
age increases linearly along the channel. The
increase of current here follows the Ohm’s
Law. Thus, the depletion region width h
will increase with the increase of the VDS

near the drain side, and at some value of
VDS, it will almost block the channel. The
value of the VDS at which the channel is al-
most pinched off, while VGS =0, is known
as the pinch-off Voltage, or VP. Post pinch

off, drain current does not increase, and be-
comes almost constant. If the VDS is in-
creased well beyond pinch off, the device
breaks down.

Figure 7: Typical plot of Drain Current
vs. Drain Voltage for Shorted Gate, i.e., at
VGS=0 of an n-channel JFET (Published from
circuitstoday.com[5])

A plot of the Drain Current vs the Drain
Voltage for shorted Gate is shown in Fig
7. The Drain current attains its maximum
value at pinch off, the value of the drain cur-
rent at VDS=VP is referred to as the drain
current at zero bias, or IDSS. The current
curve follows ohmic slope when VDS is less
than VP, and flattens, or saturates, while VDS

is greater than VP, and around the region
where VDS=VP, it takes a knee-like shape
while transitioning from ohmic to saturation
region. With higher negative values of VGS,
the drain current saturates at lower pinch
off voltages, and thus, lower values of IDs
and the family of characteristics of VDS vs ID
for different VGS are referred to as the drain
characteristics of the JFET.
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The transfer characteristics for a JFET
can be determined experimentally, keeping
drain-source voltage, VDS constant and de-
termining drain current, ID for various val-
ues of gate-source voltage, VGS. The trans-
fer characteristic can also be derived from
the drain characteristics by noting values
of drain current, ID corresponding to vari-
ous values of gate-source voltage, VGS for a
constant drain-source voltage and plotting
them. The transfer characteristics is a plot
of ID vs VGS, and an important parameter of
JFET, transconductance, or transferred con-
ductance, the ratio that show the effect of the
Gate voltage over the drain current, can be
obtained from the transfer curve.

The current equation of a Common-
Source n-Channel JFET is given by the
Shockley equation

ID = IDSS

[
1 − VGS

VP

]2

(1)

From the above equation, it follows that
the smaller the value of VP, the greater the
value of ID. At VGS=0, ID has its maximum
value.

The Dynamic Drain to Source Channel
Resistance, is given by

rd =
∆VDS

∆ID

∣∣∣∣VGS = constant (2)

Being dynamic in nature, this channel
resistance depends on the region it is mea-
sured. It is lower in the ohmic or linear re-
gion, and higher at the channel pinch off or
saturation region.

The static Drain to Source Channel Re-
sistance is given by,

RD =
VDS

ID

∣∣∣∣VGS = constant (3)

The transconductance gm is given by

gm =
∆ID

∆VGS

∣∣∣∣VDS = constant (4)

It is the main parameter that depicts the
working of a Field Effect Transistor, which
is a voltage controlled current source. It is
the rate of change of the drain current with
the change in the gate voltage. As the con-
ductance is transferred from output to in-
put, it is called Transferred Conductance, or
transconductance in short.

Multiplying equations (2) and (4), we
can get the amplification factor µ as

µ = gm × rd =
∆ID

∆VGS
× ∆VDS

∆ID
=

∆VDS

∆VGS
(5)

µ is a dimensionless entity, and shows
the voltage gain achieved by a JFET.

A typical plot showing the drain char-
acteristics and the transfer characteristics of
an n-channel JFET is shown in the Figure 8.

It may be noted that a p-channel JFET
operates in the same way and have the sim-
ilar characteristics as an n-channel JFET ex-
cept that channel carriers are holes instead
of electrons and the polarities of VGS and
VDS are reversed.
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Figure 8: Typical Transfer and Drain Character-
istics of a n-channel JFET (Published under cre-
ative commons license attributed to CC BY-SA
3.0[6])

4 Experiment Set-up:

A BFW10, a very well-known n-Channel
JFET, available in TO-62 package is used for
the experiment. The Drain terminal D of
the JFET is connected to the variable voltage
source PV1 via a resistance of 50 Ω, which
is made of two 100 Ω resistances in paral-
lel. ExpEYES-17 cannot measure current di-
rectly. This 50 Ω resistance is used to cre-
ate a voltage drop so that the kit can sense
the voltage drop, and find the current ID

by simply dividing the voltage drop by the
known resistance. The Source terminal S of
the BFW10 is connected directly to one of
the ground terminals, and the Gate terminal
of the JFET is directly connected to the vari-
able voltage source PV2. Oscilloscope Chan-
nel A2 is connected to the intersection of the
Drain and the 50Ω resistor to measure the
Drain voltage.

The same experiment was repeated
with a BFW11, having almost identical
property with BFW10, but having lower val-
ues of parameters like drain voltage and cur-
rents.

Figure 9: Circuit Schematic of the experiment
setup

In this experiment, we did not use the
ExpEYEs software. Instead, a python pro-
gram is written and executed to directly con-
trol the voltages, and sense the output of the
FET coming through the channel A2. How-
ever, there is an option in the software where
one can use python code directly.

A schematic of the circuit is given in the
Figure 9. Figure 10 shows the actual exper-
iment setup on the ExpEYES-17 kit with a
BFW10 n-channel JFET.

The above circuit is implemented on
the ExpEYES-17 kit as shown in Figure 10.
Breadboard is not used here, as the termi-
nals of the kit were capable enough to hold
the circuit.
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Figure 10: Actual Experiment set-up. The red
crocodile clip is biting the resistors and the drain
to connect the intersection to A2. The Gate is
at PV2 (Green), and the Source is at Ground
(Black). The other end of the resistors are con-
nected to PV1 (Red). The Substrate lead is float-
ing.

5 Python Coding:

The software of ExpEYES-17 is written in
Python. The author has written the codes

for drain characteristics and transfer charac-
teristics. In both the program, eyes17.eyes
file is called, in which, the controlling mech-
anism of the interface, and the methods of
setting voltages, signals, and reading data
are written.

5.1 Drain Characteristics:

In this program, PV2 is varied from 0 to
– 3.3 volt to provide gate bias to the JFET.
In a nested loop, PV1 is varied from 0 to 5
Volt to provide drain bias. The drain cur-
rent ID is found by dividing the voltage
drop across the resistor by the expression
idr = (PV2− A2) ∗ 1000/50, where the fac-
tor 1000 is used to convert the current to
milli amperes. The data for Drain Current
and Drain to Source voltage are stored in
two arrays idra[] and vdsa[] respectively,
and plotted using matplotlib. The program
is given below:

Listing 1: Python Code to Find & Plot n-Channel JFET Drain Characteristics

import eyes17 . eyes
p = eyes17 . eyes . open ( )
from pylab import *
import time
import m a t p l o t l i b . pyplot as p l t

p l t . t i t l e ( ’ Drain C h a r a c t e r i s t i o c s of n−Channel JFET BFW10 ’ )
p l t . x l a b e l ( ’ Drain Voltage Vds ( Volt ) ’ )
p l t . y l a b e l ( ’ Drain Current Id ( MilliAmp ) ’ )

pv2 = 0 . 0 # s e t t h e i n i t a l v a l u e o f v s s
ion ( ) # Enab l e i n t e r a c t i v e p l o t t i n g
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while pv2 >= − 3 . 3 :
vdsa = [ ] # C r e a t e a r r a y f o r Vds
idra = [ ] # C r e a t e Array f o r I d r
p . se t pv2 ( pv2 )
p . se t pv1 ( 0 )
time . s leep ( 0 . 2 )
# s e t t h e i n t i a l v a l u e o f vdd
pv1 = 0 . 0
while pv1 <= 5 . 0 : # Check v a l u e o f Vdd

p . se t pv1 ( pv1 )
# Measure v o l t a g e vd t o f i n d c u r r e n t i d and v o l t a g e vds
a2=p . g e t v o l t a g e ( ’A2 ’ )
# Find c u r r e n t i d f o r rd =50 Ohm
i d r = ( pv1−a2 )*1000/50 # Find Drain Current Id in mA
vds = a2 # f i n d vds
# append i d & vds in t h e a r r a y s
idra . append ( i d r )
vdsa . append ( vds )
print ( a2 , vds , i d r )
pv1 += 0 . 1

p l t . p l o t ( vdsa , idra ) # P l o t t h e graph
p l t . gr id ( True ) # P l o t Grid L ine
pause ( 0 . 2 )
pv2 −= 0 . 5 5 # Next Vgs

p l t . show ( )

The above program also worked for a
BFW11. The only change the author made
was to edit the title of the plot.

5.2 Transfer Characteristics:

In this program, PV2 is varied from 0 to -
3.3 volt to supply reverse bias to the Gate.

The value of PV2 is taken as VGS. The Drain
current is fond using the same expression
used in the previous program, as there is no
change in the circuit setup. In a nested loop,
the drain to source voltage is made constant
at 4.5 volt by using A2 as a check parameter.
The program is given below:
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Listing 2: Python Code to Find & Plot n-Channel JFET Transfer Characteristics

import eyes17 . eyes
p = eyes17 . eyes . open ( )
from pylab import *
import time
import m a t p l o t l i b . pyplot as p l t

p l t . t i t l e ( ’ Transfer C h a r a c t e r i s t i c s of n−Channel JFET BFW10 ’ )
p l t . x l a b e l ( ’ Gate Voltage Vgs ( Volt ) ’ )
p l t . y l a b e l ( ’ Drain Current Id ( MilliAmp ) ’ )

vgsa = [ ] # d e f i n e a r r a y f o r Vgs
idra = [ ] # d e f i n e a r r a y f o r I d r
ion ( ) # Enab l e i n t e r a c t i v e p l o t t i n g
pv1 = 5 . 0 # s e t t h e i n i t i a l v a l u e o f Vdd
pv2 = 0 . 0 # s e t t h e i n i t a l v a l u e o f Vgg
p . se t pv2 ( 0 )
while pv2 >= − 3 . 3 : # Check The v a l u e o f Vgs

pv1 = 5 . 0 # S e t t h e max v a l u e o f Vdd f i r s t
p . se t pv2 ( pv2 )
p . se t pv1 ( pv1 )
a2 = p . g e t v o l t a g e ( ’A2 ’ ) # g e t t h e v o l t a g e a t A2
while a2 > 4 . 5 1 :

p . se t pv1 ( pv1 )
a2 = p . g e t v o l t a g e ( ’A2 ’ ) # Get t h e l a t e s t v a l u e o f VDS
i d r = ( pv1−a2 )*1000/50 # Find Id in mA f o r Rd= 50 Ohm
vgs = pv2
pv1 −= 0 . 0 1
idra . append ( i d r ) #Append I d r v a l u e t o Array
vgsa . append ( vgs ) #Append Vgs v a l u e t o Array
print ( a2 , vgs , i d r )
pv2 −= 0 . 1 # Next Value o f Vgs

p l t . p l o t ( vgsa , idra ) # P l o t t h e Graph
p l t . gr id ( True ) # Enab l e Grid
p l t . show ( )
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The values of ID and VGS are stored in
two arrays idra[] and vgsa[] after finding
value of each set using the loops, and later,
they are plotted using matplotlib.

The above program also worked for a
BFW11. The only change the author made
was to edit the title of the plot.

6 Results:

The results are obtained as plots as shown,
in the Figures 11, 12 and 13 for BFW10, and
Figures 14 & 15 for BFW11. It may be noted
that these plots are directly obtained run-
ning the python codes given in the article.
No separate method is applied to record the
data and plot the curves.

Results for parameters like dynamic

drain resistance, transconductance are cal-
culated from the data available from the
plots itself. In this article, calculations are
done for BFW10 only.

Figure 11: Drain Characteristics of BFW10 for
varying VGS

From figure 11, data for finding rd using
equation (2) is taken as in the table 3.

Table 3: Data for finding Drain Resistance
Value of VGS in Volts Value of VDS in Volts Value of ID in mA

- 1.1 4.20 3.915
- 1.1 4.40 3.935

From Table 3, we can find from equation
(2), the value of rd as

rd =
(4.40 − 4.20)

(3.935 − 3.915)× 10−3)

∣∣∣∣VGS = −1.1V

rd =
(0.20)

(0.02)× 10−3)
= 10KΩ

∣∣∣∣VGS = −1.1V

From Figure 13, Transfer Characteristics of
BFW10, the IDSS is found to be 8.84 mA,
at VGS = 0 Volts, which matches the value
range mentioned in the datasheet of BFW10,
i.e., 8-20 mA. The Pinch-off voltage VP at
which the drain currents becomes almost
zero is at around 2.6 volt, which is also in-
line with the device parameters. From the
plot of Figure 13, we get Table 4
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Table 4: Data for finding Transconductance
Value of VDS in Volts Value of VGS in Volts Value of ID in mA

4.5 1.0 4.24
4.5 1.5 2.37

Figure 12: Drain Characteristics of BFW10 for
VGS= -1.1 Volt

Figure 13: Transfer Characteristics of BFW10.

And from the Table 4, we can find from
equation (3) the value of gm.

gm =
∆ID

∆VGS

∣∣∣∣VDS = 4.5Volt

gm =
(1.87)× 10−3

(0.5)
Ω−1

∣∣∣∣VDS = 4.5Volt

gm = 3.74mΩ−1
∣∣∣∣VDS = 4.5Volt

Figure 14: Drain Characteristics of BFW11 for
varying VGS.

Figures 14 & 15 show the Drain and
Transfer Characteristics obtained using the
program, where the BFW 10 is just replaced
by the BFW11. It is evident from the plots
that the IDSS values of BFW11 is lesser than
that of BFW10 at 6.02 mA. The Drain Char-
acteristics of BFW11 are flatter than that of
BFW10. From the small signal characteris-
tics specifications of the two devices, it is
found that at the same value of VDS the val-
ues of the parameters like Zero Gate Volt-
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Figure 15: Transfer Characteristics of BFW11.

age Drain Current IDSS, Gate-Source Cut-
off voltage VGS(o f f ), Output admittance YOS

etc. for BFW11 is lesser than that of BFW10.
These are in line with the differences ob-
served in the characteristics here.

The more saturated nature of the output
characteristics of BFW11 suggests smaller
value of YOS = ∆I

∆V to be obtained from
the Drain characteristics with reference to
BFW10. This observation matches with the
datasheet specifications. The values of the
ID in the transfer Characteristics of BFW11
reaches zero at around VGS(o f f ) = - 2.3 Volt,
while for BFW10, it is fount that VGS(o f f ) =
- 2.6 Volt. This observation remain in-line
with the data sheet as well. The difference
of values of IDSS at VGS = 0 for the devices
under test also go with the specifications.

7 Discussions

The experiment, done in a conventional
way, includes numerous steps like noting
down the readings manually, and drawing
the plots. Here, using the ExpEYES-17 kit,

everything is done automatically and the
students get the opportunity to get famil-
iar with use of Python as a language, and
the hardware as well. On the limitations is-
sue, this kit can generate only up to 5 volt
of voltages as it draws the require power
through the USB connection, and the current
generation is limited by the USB 2.0. The
Drain Characteristics, thus does not com-
pletely reach the active region for JFETs like
BFW 10, and thus, the drain resistance ap-
pears to be high. However, a very clear idea
about automatic data acquisition along with
the classical hands-on experiment can be ob-
tained by the method described in this arti-
cle.
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Abstract

Students are introduced to the concepts such as

force, motion in school syllabus. They perform

experiments like sliding or rolling of an object on

an inclined plane or find out the acceleration due

to gravity using simple pendulum. The mea-

surement of time in these experiments is done

using a hand-held stopwatch. In this paper,

we present an inexpensive and portable photo-

gate assembly with a timer that can be used to

measure time in different experiments in physics.

1 Introduction

In the physics laboratory, the time measure-
ment in different experiments is done us-
ing a stopwatch. In order to achieve con-
sistent observations of time, photogate as-

sembly connected to a data-acquisition sys-
tem is preferred [1]. These units are often
expensive. In this paper, we present an in-
expensive and compact photogate assembly
that can be developed in a physics labora-
tory with already available components and
instruments. The digital stopwatches with
a least count of 0.01s are commonly used
for time measurement. Over the period,
the start/stop buttons of these stopwatches
do not function due to mechanical defects.
Such stopwatches can also be used to de-
velop the assembly described in this paper.

2 Description of Assembly

The digital stopwatch needs one pulse to
start and another pulse to stop. Generally
this is achieved by manually pressing the
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Figure 1: IR LED and Photodiode

Figure 2: Circuit diagram of the assembly

start/stop button. Internally, with every
press, two metal strips are made to touch
each other, thereby either starting or stop-
ping the stopwatch. Instead of doing it man-
ually, we connect two pairs of infrared trans-
mitter and receiver (Figure 1) to the contact
points of these strips on the printed circuit
board of the stopwatch through a CMOS
AND gate, CD4081 (Figure 2). The detailed
description of this assembly is given in two
sections: 1. Photogates and 2. Stopwatch
connections.

Figure 3: Printed Circuit Board

Figure 4: Photogates

1. Photogates: The photogate consists of
infrared light emitting diodes (T1 and
T2) and the phototransistors (R1 and
R2) as transmitter and receiver. Each
pair is biased using 560Ω resistor and
a 5V supply derived from a power-
bank. The output of each pair is fed to
the CMOS AND gate from IC CD4081
(pin 1 and 2 of the IC). Figure 3 shows
the printed circuit board made using
ExpressPCB© software. The photogates
were mounted in an U-shaped acrylic
mount. The arms of the photogate as-
sembly were fixed with two transmit-
ters and two receivers to increase the
area of intersection of the object passing
through the photogates.(Figure 4).

Figure 5: Soldering terminals

2. Stopwatch connections: The output of
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Figure 6: Socket box

the IC and the common ground is con-
nected to the start and stop terminals
of the stopwatch. Figure 5 shows the
printed circuit board of the stopwatch.
The button cell of the stopwatch was
removed and instead an external 1.5V
AA pencil cell was used. Separate push
switches were connected to the Mode
and Reset terminals (Figure 5).

The printed circuit board and the 1.5V
pencil cell are placed in a box. The mod-
ified stopwatch is mounted on the box.
Sockets for connecting photogates and
for 5V supply are fixed to the side-wall
of the box. The ON/OFF switch, push
buttons for MODE and RESET are fixed
to the other side of the wall (Figure 6).

3 Experiment

We describe two experiments in which the
photogate assembly can be used for time
measurement. The first experiment is about
the pendulum in which the period of oscil-
lation is measured and the other experiment
is based on study of rolling motion over an

Figure 7: Photogate arrangements for pen-
dulum experiments

aluminum channel.

1. Experiment 1: For measurement of pe-
riod of oscillation of pendulum, only
one of the two photogates assembly is
needed. Figure 7 shows the arrange-
ment of the apparatus. When the pen-
dulum passes through the photogate
the stopwatch will start. In its next pas-
sage through photogate the stopwatch
will stop and we will get time for half
oscillation. The period of one oscillation
can be calculated from this observed
time.

2. Experiment 2: In this experiment, stu-
dents are introduced to the concept of
average velocity and instantaneous ve-
locity. The U channel used for the setup
(Figure 8) is made inclined by using the
SS bolt attached to it on one side. The
pitch of the bolt is 1mm. Using trigono-
metric ratios, we can calculate the an-
gles of inclination. A steel ball is rolled
over the channel. By keeping one pho-
togate at a fixed position from the re-
lease point and changing the position of
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Figure 8: Inclined plane assembly

Figure 9: Rolling ball in contact with the U-
channel

another photogate will yield the aver-
age velocity (Figure 10). The stopwatch
will show the time that the ball takes to
travel between two photogates.
If both the photogates are kept touching
each other and then moved from the re-
lease point then this will yield approx-
imately the instantaneous velocity (Fig-
ure 11).

Using the data for average velocity, we
can get the acceleration of the ball at
different angles of inclination. From
the acceleration values for different in-
clination angles, the acceleration due to
gravity can be determined by using the
following formula [2].

Figure 10: Schematic diagram for measuring
the average velocity

Figure 11: Schematic diagram for measuring
the instantaneous velocity

a = g

 sinθ −
(

ρ
Re

) (
Rb
Re

)
cosθ

1 + 2
5

(
Rb
Re

)2

 (1)

where, a = acceleration of the ball, g =
acceleration due to gravity, ρ = coeffi-
cient of rolling friction, θ = the angle of
inclination of the inclined plane, Rb =
actual radius of the ball, Re = effective
radius of the ball (Figure 9).
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4 Observations

In this section, we present the data collected
for both the experiments. In experiment 1,
we have tested our photogate assembly for
consistent readings of time for simple pen-
dulum and compound pendulum. We re-
peated the observations manually and with
photogate for both the pendula.
In the second experiment, we collected the
data for the experiment on inclined plane
for average velocity measurement. We use
equation (1) for calculating the acceleration
due to gravity.
Experiment 1: Measurement of period of
oscillation
We measured the period of oscillations for
simple and compound pendula, manually
as well as using the photogate assembly to
check the consistency of the observations
(Table 1). The last row of the table, ∆T, gives
the worst case error in the measured period
of oscillation.
Experiment 2: Rolling motion of steel ball
The acceleration of the ball at different in-
clination of inclined plane is determined by
linearization of the kinematic equation of
motion as

s
t = u + 1

2 at

The data was collected by measuring time
t for various distances s at different angles
of inclination. The slopes of the lines in the
graph (Figure12) for different angles gives
the acceleration a of the rolling ball (Table2).

Determination of acceleration due to
gravity g:
Equation (1) can be linearized as

a
cosθ

=

 g

1 + 2
5

(
Rb
Re

)2

 tanθ −

g
(

ρ
Re

) (
Rb
Re

)
1 + 2

5

(
Rb
Re

)2


(2)

From equation (2), we can plot the graph
(Figure 13) between a

cosθ and tanθ.

Figure 12: Graph of s/t against t for different
inclination of Inclined plane

Figure 13: Graph of a/cosθ Vs tanθ
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Simple Pendulum Compound Pendulum
Time Period (/s) Time period (/s)

No. Photogate Manual No. Photogate Manual
1 1.332 1.252 1 1.491 1.409
2 1.334 1.260 2 1.491 1.400
3 1.333 1.256 3 1.491 1.402
4 1.332 1.259 4 1.489 1.408
5 1.331 1.256 5 1.496 1.411
6 1.333 1.263 6 1.496 1.404
7 1.332 1.260 7 1.493 1.417
8 1.329 1.261 8 1.493 1.417
9 1.332 1.264 9 1.500 1.413

10 1.331 1.258 10 1.493 1.412
11 1.333 1.259 11 1.493 1.403
12 1.333 1.263 12 1.487 1.423
13 1.332 1.261 13 1.489 1.402
14 1.334 1.256 14 1.487 1.406
15 1.336 1.262 15 1.485 1.400

∆T 0.003 0.006 ∆T 0.007 0.012

Table 1: Period of Oscillations for Simple pendulum and Compound pendulum

θ ° a tanθ a
cosθ

(/cm/s2) (/cm/s2)

1.09±0.02 9.324 0.019 9.326
1.57±0.02 12.738 0.027 12.743
2.05±0.02 17.516 0.036 17.527
2.54±0.02 19.772 0.044 19.791
3.02±0.02 29.026 0.053 29.066

Table 2: Acceleration at different angles

5 Calculations

1 + 2
5

(
Rb
Re

)2
= 1.7879

Slope = g

1+ 2
5

(
Rb
Re

)2 = 551.39cm/s2

g = 551.39 × 1.7879 = 985.83cm/s2

g = 986 ± 60cm/s2

6 Conclusion

The apparatus is very suitable in perform-
ing time measurements for different exper-
iments where the measured time interval is
more than 0.06s. The advantage of using this
assembly is not only the low cost involved
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in building it but also the ease of building it.
Though the apparatus is low cost, it gives a
good repeatability of observations.

Acknowledgments

The authors are thankful to Ms. Bhagyashri
Todankar, Ms. Shivani Agre, Ms. Sharvani
Shahapurkar, Mr. Avinash Jadhav and Mr.
Sadashiv Shirodkar for their valuable inputs
and help during the development stages.
Authors also wish to thank the physics
olympiad program of the Homi Bhabha
Centre for Science Education, Mumbai. We
acknowledge support from the olympiad
program of HBCSE, funded by the Gov-
ernment of India, Department of Atomic
Energy, under Project Identification No.
RTI4001. Also, we like to put on record the

help and support readily provided by our
colleagues at the centers.

References

[1] Pathare S.R., Lahane R.D., Sawant S.S.,
Huli S. (2014) . Low-Cost Timer to Mea-
sure the Terminal Velocity of a Mag-
net Falling Through a Conducting Pipe,
The Physics Teacher (AAPT), vol.52 (3),
p.160-163.
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Abstract

This paper presents a unique idea to visualise

the charging and discharging cycle for a set of

capacitors connected in parallel in an experi-

mental kit. The variation in voltage with time

during the charging and discharging of capaci-

tors is recorded as pulses and can be observed

on the DSO screen. The time scale of the

recorded data can be expanded for convenient

and accurate measurement of pulse width. The

method can also be used for the measurement of

an unknown value of capacitance of a capacitor

instead of manual counting of flashes of neon

bulb in the conventional kit.

1 Introduction

Analogue cathode ray oscilloscope (CRO) is
an important instrument found in physics
laboratories for visualising waveforms and
their amplitude, frequency measurements
etc. The modified version of this instru-
ment is available in the form of digital
storage oscilloscope (DSO) which has an
added advantage of auto controls that fa-
cilitates data recording and effective signal
visualisation. The present paper is an at-
tempt to visualise the process of charging
and discharging of capacitors through vi-
sual display of voltage variation with time
on the oscilloscope screen. The data for
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the same can be recorded and stored for fu-
ture use. The practical method to determine
the capacitance of an unknown capacitor in
the physics laboratory is normally demon-
strated using an experimental kit having
set of capacitors connected in parallel along
with a neon bulb. The method involves the
manual counting of the neon bulb flashes
in stipulated time for determining the un-
known value of capacitance [1, 2]. The
conventional method is simple but fails to
provide any visualisation of the concept of
charging and discharging of a capacitor. The
DSO is used to modify the existing ver-
sion of experimental setup by connecting it
across the capacitor combination.

2 Experimental setup

The experimental kit with capacitors C1, C2,
C3 and C4 (of capacitance 0.11, 0.24, 0.31 and
0.48 µF respectively) are connected in par-
allel to a capacitor with unknown capaci-
tance (Figure 1a-b). This set of capacitors is
being charged by a dc source as shown in
Figure 1c. A neon bulb connected in par-
allel to the circuit is used for counting the
flashes of light given during the discharging
of the capacitors [2]. A DSO Scientech make
(model 401) or any other make, is connected
across the capacitors (Figure 1c-d) to analyse
the variation of voltage with time during the
process of charging and discharging of ca-
pacitors. The DSO is also capable of captur-
ing the screenshots and recording the data in
a .csv file. The data can be plotted using Mi-

crosoft excel/Origin graphical software. A
bench type multimeter (Agilent 401A) can
also be used to store data in an interfaced
computer.

FIG. 1: Complete experimental setup with DSO.

3 Observations and discussion

A set of capacitors connected in parallel are
charged through a battery which discharge
subsequently by giving a flash of light on
the neon bulb. The variation of voltage with
time due to charging and discharging of ca-
pacitors results in the formation of pulses
which can be observed on the DSO screen
(Figure 1) and accurately counted from the
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recorded data.

1. Figure 2 shows a typical charg-
ing/discharging cycle of the capacitor
combination having capacitance of 0.96
µF. The complete cycle is marked as
ABC. The points on the line joining A to
B correspond to the voltage developed
across the capacitors during charging.
Once the capacitor combination is fully
charged, it discharges along the line
BC through the neon bulb by emitting
a flash of light. This complete cycle
of charging and discharging results in
the formation of a pulse, the width of
which depends on the net capacitance
of the circuit. Number of such pulses
are generated in a given time which
can be counted on the DSO screen. The
screenshot for the same is shown in
Figure 1d.

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
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P
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V
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Time (s)

A

Charging

Discharging

FIG. 2: Charging discharging cycle of 0.96 µF
capacitor.

2. The net capacitance of the circuit can be
varied by selecting different combina-

tions of the capacitors. As the capac-
itance of the circuit increases the time
taken to charge the capacitors will in-
crease automatically and is shown in
Figure 3. This effect is evident from
the increase in width of the pulse. The
screenshot of the data recorded in a .csv
file is shown in Figure 4.
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FIG. 3: Charging discharging cycles of various
combination of capacitors connected in parallel
having net capacitance (a) 0.11 µF, (b) 0.35 µF, (c)
0.42 µF, (d) 0.48 µF, (e) 0.59 µF, (f) 0.72 µF, (g) 0.79
µF and (h) 0.96 µF.

3. When the capacitance in the circuit is as
low as 0.11 µF (Figure 3a), it is difficult

36/2/5 3 www.physedu.in



Physics Education April - June 2020

to count the flashes of the neon bulb ac-
curately as required in the experimen-
tal procedure. However the DSO can be
used to overcome this problem as it can
count the exact number of pulses by ex-
panding the time scale in the recorded
data as shown in Figure 5. The

FIG. 4: Screenshot of the data recorded in an ex-
cel spreadsheet (.csv) for 0.11 µF. This is a JPG
graphic.
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FIG. 5: Pulses due to charging and discharging
of a capacitor with capacitance 0.11 µF on an ex-
panded time scale.

above procedure to record the pulses

using DSO can be implemented as an
improved version of the existing flash-
ing and quenching experimental setup
used for the determination of unknown
capacitance of a capacitor.

4 Conclusion

The paper presents the effective use of DSO
to visualise and record the instantaneous
variation of voltage across a set of capaci-
tors connected in parallel during the charg-
ing and discharging process. In compari-
son to the analogue CROs, the inbuilt auto
control functions of DSO makes it easier to
record and analyse the signal data in any ex-
periment.
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Abstract

Electrostatic field and potential distribution in

space due to different charge configurations are

computed and simulated. The aim is to aid

the teaching-learning of these concepts at the

high school and introductory undergraduate

level. The finite difference method is used to

numerically solve Laplace and Poisson equations

subject to boundary conditions appropriate for

a given charge configuration. Charge config-

urations in the form of a single point charge,

multiple point charges, a dipole, a quadrupole

and a line charge have been discussed. Scilab,

an open source computational software has

been used for numerical simulations in the work.

1 Introduction

Electrostatics is the branch of Physics that
deals with the phenomena arising due to
stationary electric charges. The study of
electrostatics has several real-world applica-

tions like the Van de Graff generator, photo-
conductor, xerography, laser printer, ink-jet
printer and the electrostatic precipitators in
air cleaners. The introductory concepts in
electrostatics, namely electric field, potential
and lines of force are rather abstract when
introduced to the students at the high school
level. A sound understanding of these con-
cepts is essential for the future study of elec-
tromagnetism. The aim of the present work
is to aid the teaching-learning of these con-
cepts by means of simulation. The electro-
static field and potential distribution due to
planar charge configurations in the form of
single point charge, multiple point charge, a
dipole, a quadrupole and line charge have
been computed and simulated. A step by
step simulation of the principle of superpo-
sition is done for a better understanding of
the same. The electrostatic field represen-
tation in the form of the lines of force has
been illustrated and discussed. The visual-
ization of equipotential curves and surfaces
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for a better understanding of the underlying
physical concepts has also been attempted
in the work. Scilab, an open source compu-
tational software has been used for the nu-
merical simulations.

2 Theoretical Background

2.1 Coulomb’s Law of Force:

The presence of electric charges is made
known by the existence of attractive or re-
pulsive forces between them. The interac-
tion between electric charges at rest is de-
scribed by Coulomb’s law of electrostatics
which states: Two stationary point electric
charges repel or attract one another with a
force proportional to product of the magni-
tude of charges and inversely proportional
to the square of the distance between them.
The statement can be written compactly in
vector form as

~F21 =
kq1q2

r2
21

ˆr21, (1)

where q1 and q2 are scalars giving the mag-
nitude and polarity (positive or negative) of
the respective charges, r̂21 is the unit vector
in the direction from charge 1 to charge 2
and ~F21 is the force acting on charge 2 due
to charge 1. k is the proportionality constant
equal to 1

4πεo
= 9 × 109Nm2C−2, where εo

is the ”permittivity” of free space. Equa-
tion (1) expresses the fact that like charges
repel and unlike charges attract each other
and that the electrostatic force is Newtonian,
i.e., ~F21 = −~F12. The unit vector r̂21 is in-
dicative of the fact that the force acts along

the line joining the two charges. By the
term ‘point charge’ is meant a charge whose
spatial dimensions are negligibly small as
compared to the distance of the charge from
other charges in the given region of space.

2.2 Principle of Superposition:

For a system of many charges the force be-
tween any two charges is independent of the
presence of other charges. This is the basis
of Superposition Principle which is of fun-
damental importance in electromagnetism.
According to this principle, the force on a
charge in a given system of charges is the
vector sum of Coulombic forces acting on it
due to the other charges. Mathematically, it
may be written as,

~Fij = k ∑
i 6=j

qiqj

r2
ij

r̂ij, (2)

where the summation extends over all the
charges q1, q2, q3, . . . in the given system ex-
cept the ith charge on which the force is to
be determined. A true understanding of
Eqn.(2) gives insight into a great deal of the
physics involved in understanding the elec-
trostatic interactions and the versatile appli-
cations of the same.

2.3 Electrostatic Field:

The concept of electrostatic field is merely a
way of describing a given system of fixed
charges. It does so by giving the force in
magnitude and direction that a unit posi-
tive charge would experience while explor-
ing the region in vicinity of the charge dis-
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tribution. In Eqn. (2) taking qi as a unit pos-
itive charge, the electric field ~E due to the
charge distribution at location of the point
charge qi can be written as

~Ei = k ∑
j

qj

r2
ij

r̂ij, (3)

where r̂ij is the unit vector of variable direc-
tion pointing from qj towards the point in
space where the unit test charge qi is located,
i.e., the point at which ~Ei is to be deter-
mined.It is also to be noted that electric field
is a vector quantity and is always finite (or
zero) at points in space that are away from
the immediate vicinity of any of the charges
causing the field. For points too close to
the source charges, ~Ei tends to infinity since
the distance rij in 1/r2

ij tends to zero. In the
study of electrostatics such points of singu-
larities are thus needed to be avoided.
A vector plot can be used to visualize an
electrostatic field in a given region of space.
In this plot the magnitude and direction of
~Ei at various points in space is indicated
by drawing little arrows near those points,
making the arrow longer where the magni-
tude of ~Ei is larger and the head of the arrow
pointing in the direction of the field. Such
a representation of electric field is however
not very useful if the range of magnitude of
~Ei is large in the given region of space be-
cause an accurate scaling of the magnitude
of the field with the arrow length becomes
difficult in such situations. The vectorial
representation of electric field due to some
of the charge configurations are shown later
in the work.

2.4 Electrostatic Lines of Force

The visual depiction of electric field can also
be done by drawing the lines of force or the
field lines. These are simply curves in spa-
tial domain whose tangents, at any point,
lies in the direction of field at that point.
Such curves are smooth and continuous ex-
cept at singularities such as point charges or
where field is zero. A field line plot does not
directly give the magnitude of the field but
does indicate the variation in the strength of
field in a given region of space. The field
lines converge (become closely spaced) in
the region of strong field and diverge (be-
come sparsely spaced) in the region where
the field is weaker. These lines of force
originate only on positive electric charges
(source) and end only on negative electric
charges (sink), elsewhere, they are contin-
uous. The number of lines originating and
terminating on charges is proportional to
the magnitude of charges. Thus,the lines of
force give a good qualitative description of
the electrostatic field distribution. The lines
of force have been plotted for some of the
charge configurations depicting these fea-
tures.

2.5 Electrostatic Potential

A deeper study of electrostatics in terms
of forces and fields tends to become quite
clumsy and cumbersome because of the vec-
tor nature of these physical quantities. The
problem is overcome by an equivalent scalar
formulation of the ideas related to the elec-
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trostatic forces and fields in terms of a phys-
ical quantity called the Electrostatic Poten-
tial.

The electrostatic potential V(x, y, z) as-
sociated with electrostatic field ~E(x, y, z) is
defined as the work per unit charge required
to be done to bring the unit positive test
charge in from infinity to the point (x, y, z)
in the field of a given charge configura-
tion. It the is the conservative nature of
static electric field that allows for an alter-
native way to obtain the ~E field apart from
using Coulomb’s law (Eqn.3). In this ap-
proach, if the electrostatic potential distri-
bution V(x, y, z) is known in a given region
of space,then at a given point, say (x, y, z),
the maximum rate of spatial variation of po-
tential and the direction in which it takes
place gives the corresponding electrostatic
field at that point. The maximum rate of
change of V(x, y, z) at a given spatial point
is called the gradient of the potential at that
point. Mathematically, the relation between
the electric field and the electric potential at
a given point in space can be written as

~E = −~∇V. (4)

Equation (4) in words states that electric
field is negative of the gradient of potential.
The minus sign is there because the electric
field points from a region of positive poten-
tial towards a region of negative potential,
whereas, the vector ~∇V is defined so that it
points in the direction of increasing V. The
~∇ in Eqn.4 is a vector differential operator
which in terms of Cartesian coordinates is

given by

∇ ≡ ∂

∂x
î +

∂

∂y
ĵ +

∂

∂z
k̂.

The surfaces in space for which V =

constant are called Equipotential surfaces.
The projection of these surfaces on a plane
are the Equipotential curves. Such curves
corresponding to certain charge configura-
tions have been depicted in the subsequent
part of the work.

2.6 Poisson’s and Laplace’s Equations

The potential formulation of electrostatics
in which a vector problem is reduced to a
scalar one is described by the Poisson’s and
Laplace’s equations.The Poisson’s equation
in Cartesian coordinates is given by:

∇2V =
∂2V
∂x2 +

∂2V
∂y2 +

∂2V
∂z2 = −ρ(x, y, z)

εo
,

(5)
where ρ(x, y, z) is the charge density at a
point (x, y, z) and εo is the permittivity of
free space. For a region of space containing
no charge, Eqn. (5) takes the form

∇2V = 0, (6)

which is the Laplace’s Equation. From
Eqn.(5) and Eqn.(6) it can be seen that
Laplace’s Equation gives the way in which
the potential must behave in a region con-
taining no charge, and the Poisson’s Equa-
tion does the same for a region in which
there is a charge distribution. The operator
∇2 ≡ ∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2 in the above
equations is the Laplacian operator in Carte-
sian coordinates.
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Further, it is to be noted that both the
Poisson’s and Laplace’s equations are linear
partial differential equations and hence the
principle of superposition holds good for
the solutions of these equations. If Vi(i =

1, 2, . . . n) are the solutions of Eqn.(5) or
Eqn.(6) then

V = ∑
i

Vi (7)

is also the solution of the given equations.
Thus, the superposition principle is also
obeyed by electrostatic potential in a man-
ner similar to electrostatic forces and fields.

3 Computational Background

3.1 Computing the Electrostaic

Potential

The planar charge configurations consid-
ered in the present work can be assumed
to lie in the xy− plane. The corresponding
Poisson’s and Laplaces’s equations in two
dimensions can be written as

∇2V =
∂2V
∂x2 +

∂2V
∂y2 = −ρ(x, y)

εo
(8)

and

∇2V =
∂2V
∂x2 +

∂2V
∂y2 = 0 (9)

respectively. Using appropriate boundary
conditions Eqn.(8) and Eqn.(9) have been
solved using the finite difference method.
The boundary conditions can be expressed
as

V(x, y) = g(x, y), (10)

where x and y variables have values cor-
responding to the boundaries of the region

in which the solution to Eqn.(8) or Eqn.9 is
sought.The region is divided into a square
mesh or grid with equal step lengths in the
x and y directions as

h = ∆x = k = ∆y =
L
n

, (11)

where L is the length of the sides of the
grid and there are (n + 1) grid points in
both directions. Using the forward differ-
ence approximation, the discretized version
of Eqn.(8) can be written as

Vij =
Vi,j+1 + Vi,j−1 + Vi+1,j + Vi−1,j

4
+

h2

εo
ρij.

(12)
and that of Eqn.(9) as

Vij =
Vi,j+1 + Vi,j−1 + Vi+1,j + Vi−1,j

4
. (13)

The indices i and j take up values 2, 3 . . . n.
The discretization of the boundary condi-
tions in Eqn.(10) can be expressed as

Vi,1 = gi,1, 2 ≤ i ≤ n, (14)

Vi,L = gi,L, 2 ≤ i ≤ n, (15)

V1,j = g1,j, 2 ≤ j ≤ n (16)

and
VL,j = gL,j, 2 ≤ j ≤ n. (17)

With (n + 1) mesh points, the equations for
V result in a system of (n− 1)2 linear equa-
tions in the (n − 1)2 unknown Vij. Gauss
Siedel iterative method has been used to
solve these linear equations.

To simulate the fields for sources of
charge far from spatial infinity, the value of
potential is taken to be zero at all points
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along the grid boundaries. By confining the
source charge within a ”grounded bound-
ary” in this manner we ”move” spatial infin-
ity in to a finite location, i.e., the grid bound-
ary acts like a virtual infinity for the given
system of charges. Thus, the fields near the
sources are made to approximate the fields
for sources far from spatial infinity.

The CONTOUR2D and PLOT3D fea-
tures of SCILAB have been used to plot the
equipotential curves and to depict the ”po-
tential surfaces” respectively. In PLOT3D
command the value of the computed poten-
tial is plotted along the z-axis as a function
of the x and y coordinates of the respective
grid points.

3.2 Computing the Electrostatic Field

To compute the electrostatic field at the grid
points, Eqn.(4) is written in component form
as

Ex = −∂V(x, y)
∂x

(18)

and

Ey = −∂V(x, y)
∂y

. (19)

The discretization of the above equations
using the forward difference approximation
yield

Ex(i, j) = −
[

V(i + 1, j)−V(i, j)
h

]
(20)

Ey(i, j) = −
[

V(i, j + 1)−V(i, j)
k

]
(21)

where Ex(i, j) and Ey(i, j) are the computed
x and y components of the electrostatic field

at the (i, j)th grid point. The CHAMP plot
feature of SCILAB has been used to obtain
the vector plot of the computed electrostatic
field distribution.

3.3 Plotting the Electrostatic lines of

force

The plotting of electrostatic lines of force
is done for co-planar point charge configu-
rations using the definition of electrostatic
field given by Eqn.(3). If the coordinates
of the test charge are (x,y) and that of the
source charge are (xs, ys) then using Eqn.(3)
we can write

Figure 1: Plotting a field line

Ex = k ∑
s

qs(x− xs)

[(x− xs)2 + (y− ys)2]
3
2

(22)

and

Ey = k ∑
s

qs(y− ys)

[(x− xs)2 + (y− ys)2]
3
2

(23)

for the x and y components of the electro-
static field at the point (x,y). Next, if (x,y)
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and (x + ∆x, y + ∆y) are two closely spaced
points on a field line as shown in figure 1,
then the distance between the two points
along the field line can be written as ∆l =[
(∆x)2 + (∆y)2)

] 1
2 . From Figure 1 it can be

easily seen that

∆x
∆l

=
Ex

E
=

Ex[
(Ex)2 + (Ey)2

] 1
2

(24)

or

∆x =
(∆l)Ex[

(Ex)2 + (Ey)2
] 1

2
(25)

and

∆y
∆l

=
Ey

E
=

Ey[
(Ex)2 + (Ey)2

] 1
2

(26)

or

∆y =
(∆l)Ey[

(Ex)2 + (Ey)2
] 1

2
(27)

The algorithm used for plotting the
lines of force is as follows:

Step 1: A starting point (x,y) is chosen on the
field line to be plotted.

Step 2: Ex and Ey are computed at (x,y) using
Eqn.(22) and Eqn.(23) respectively.

Step 3: A new point (x
′
, y
′
) is chosen on the

field line such that x
′
= x + ∆x and

y
′
= y + ∆y, where the step sizes ∆x

and ∆y are determined using Eqn.(25)
and Eqn.(27) respectively.

Step 4: It is checked whether the new point is
within the given range of coordinates,
i.e., the point (x

′
, y
′
) lies within the grid

boundaries.

Step 5: It is also checked that the new point
(x
′
, y
′
) is not close to any of the point

charges in the given configuration to
avoid the singularities in ~E.

Step 6: Steps 2 through 5 are repeated to gener-
ate new points until a line is completed
within the given range of x and y.

Step 7: The generated points are plotted using
PLOT2D feature of SCILAB.

Step 8: Another starting point is chosen and the
algorithm is repeated to plot another
line of force.

4 Simulated Fields and Potentials

4.1 Single Point Charge or Monopole

Figure 2: Contour plot of the potential dis-
tribution due to a monopole in the form of a
positive point charge

36/2/6 7 www.physedu.in



Physics Education April - June 2020

To begin with, the electrostatic potential
and field due to a positive point charge of
strength ρ

εo
= 10 placed at the geometric

center of a plate grounded on all sides have
been simulated. Figure 2 is the contour plot
of the potential distribution depicting the
equipotential curves.Figure 3 is the zoomed
version of figure 2 showing the details of po-
tential distribution in the central region of
the plate.

Figure 3: Zoomed Contour Plot of the poten-
tial distribution due to positive point charge

In figure 4 the computed potential is
plotted along the z-axis as a function of x
and y coordinates of the grid points. Such
a plot can be regarded as a ”Potential Sur-
face”. It aids in visualizing the electrostatic
field as the negative gradient of electrostatic
potential. The field ~E(x, y) at a given point
(x,y) on the potential surface is a vector
in the direction of steepest ascent having a
magnitude equal to the slope of the surface
at the given point measured in the given di-

rection of steepest ascent of V(x,y). In fig-
ure 5 the lines of force and vector representa-
tion of the electrostatic field due to the given
monopole are shown superimposed on each
other. It can be seen that at the grid points
that are common to both the plots, the field
vectors are tangential to the lines of force.
The lines of force are seen to spread out ra-
dially from the point charge. The ~E vectors
are also directed radially outwards from the
positive charge.From the plots in figure 2
and figure 5 it can be seen that the lines of
force and equipotential curves are mutually
perpendicular at all the points in the given
region of space.

Figure 4: The Potential surface due to a
monopole in the form of a positive point
charge
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Figure 5: Lines of force and vectorial repre-
sentation of the electrostatic field due to a
positive monopole

4.2 Electric Dipole

Figure 6: Concentric loops are equipoten-
tial curves representing the potential distri-
bution due to a dipole

A system of equal and opposite point
charges separated by a distance is defined
to be an electric dipole. Electrostatic poten-
tial and electrostatic field due to a dipole
of given strength placed at the geometric
center of a plate grounded on all sides have
been simulated. Each of the point charges
constituting the dipole are taken to be of
magnitude ρ

εo
= 10. The axis of the dipole is

taken parallel to the x-axis. The contour plot
of the electrostatic potential distribution
due to the given dipole is shown in figure
6 and figure 7 gives the zoomed version of
the same.

Figure 7: Zoomed Contour plot of the poten-
tial distribution due to a dipole

Figure 8 is the plot of the dipole po-
tential surface. The negative dent in the
surface corresponds to the negative point
charge and the positive peak corresponds to
the positive charge constituting the dipole.
The lines of force and vector representation
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of the dipolar electrostatic field is depicted
in figure 9. The lines of force can be seen to
originate from the positive charge and ter-
minate at the negative charge. These plots
also depict all the features related to po-
tential curves, lines of force and the field
vectors discussed earlier in the context of
monopole charge.

Figure 8: Potential surface due to a dipole

Figure 9: Lines of force and vectorial rep-
resentation of electrostatic field distribution
due to a dipole

4.3 Electric Quadrupole

Figure 10: Contour plot of electrostatic
potential distribution due to an electric
quadrupole

An electric quadrupole is a system of two
dipoles with equal and opposite dipole
moments.Electrostatic potential and electro-
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static field due to a quadrupole of given
strength placed at the geometric center of a
plate grounded on all sides have been sim-
ulated. The magnitude of each of the four
charges forming the quadrupole is taken to
be ρ

εo
= 10. Figure 10 shows the con-

tour plot of electrostatic potential distribu-
tion due to the given quadrupole. Compar-
ing figure 6 and figure 10, it can be seen that
the quadrupole potential is a combination
of potential distributions due to two dipoles
forming the quadrupole. The zoomed ver-
sion of quadrupolar potential distribution is
shown in figure 11.

Figure 11: Zoomed Contour plot of the po-
tential distribution due to a quadrupole

Figure 12 is the surface plot of the
quadrupole potential distribution. It has
two peaks corresponding to the two posi-
tive point charges and two negative dents
corresponding to the two negative point
charges forming the quadrupole. The lines

of force and vector representation of electro-
static field due to the electric quadrupole is
given in figure 13.

Figure 12: Surface plot of electrostatic
quadrupole potential

Figure 13: Lines of force and vectorial repre-
sentation of electrostatic field due to an elec-
tric quadrupole. The electrostatic lines of
force are seen to originate from the positive
charges and sink at the negative.
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4.4 Three Point Charges

Figure 14: Contour plot of electrostatic po-
tential due to three point charge configura-
tion

The charge configuration consists of three
point charges with ρ

εo
= 1,-1 and 2 units

located at (1,0), (-1,0) and (0,2) respectively
on a plate with dimensions of 10 × 10
units. The corresponding electrostatic po-
tential and electrostatic field distributions
are depicted in the figure 14, 15, 16 and 17.
In figure 17 the lines of force can be seen to
originate from the positive charges and ter-
minate at the negative charge.

Figure 15: Zoomed Contour plot of elec-
trostatic potential due to three point charge
configuration
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Figure 16: The surface plot of potential dis-
tribution due to three point charge config-
uration. The surface can be seen to have a
negative dent with respect to the reference
plane for the negative charge and positive
peaks for positive charges, with the peak
proportional to the magnitude of charge.

Figure 17: The lines of force and vectorial
representation of the electrostatic field due
to three point charge configuration

4.5 Five Point Charges

The charge configuration consists of five
point charges with ρ

εo=
1 unit each located

at (0,0), (1,1), (-1,1), (-1,-1) and (1,-1) respec-
tively on a plate with dimensions of 5 × 5
units. The corresponding electrostatic po-
tential and electrostatic field are depicted
in the figures 18, 19, 20 and 21. In figure
18 it can be seen that as one moves out-
wards from the centre of the charge con-
figuration, the contour curves begin to re-
semble the ones obtained for a single point
charge configuration as shown in figure 2.
This is indicative of the fact that at larger dis-
tances compared to the separation between
the constituent charges, the given system of
five point charges behaves like a monopole.

Figure 18: Contour plot of electrostatic po-
tential distribution due to a five point charge
configuration
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Figure 19: Zoomed contour plot of elec-
trostatic potential distribution due to a five
point charge configuration

Figure 20: The surface plot of potential dis-
tribution of a five point charge configura-
tion. The surface can be seen to have five
positive peaks of equal heights correspond-
ing to the five positive charges of equal mag-
nitudes forming the charge configuration.

Figure 21: The lines of force and vectorial
representation of the electrostatic field due
to five point charge configuration. At the
grid points common to both the plots, the
field vectors can be seen to be tangential to
the lines of force.
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4.6 A Line Charge

Figure 22: Contour curves depicting elec-
trostatic potential distribution form semi-
circular loops about the line charge

The charge configurations discussed so
far were all discrete point charge config-
urations. Poisson’s equation subject to
grounded boundary conditions was solved
in each of these cases. In this section a
continuous charge distribution in the form
of a line charge is considered. The elec-
trostatic potential and field distribution is
computed for a sinusoidal line charge taken
along one of the sides of a plate (the x- axis
in the present simulation) with the other
three sides of the plate taken to be grounded.
Laplace’s equation is solved with the given
boundary conditions in this case. Figure 22
depicts the contour plot of the potential dis-
tribution due to the given line charge. The

surface plot of the potential distribution is
shown in figure 23. In both the figures, it
can be seen that the potential exhibits a max-
ima at x = 0.5 and y = 0, where V(x, 0) =

sin π
2 = 1.

Figure 23: Surface plot of the electrostatic
potential distribution due to a sinusoidal
line charge

Figure 24 is the vector plot of the elec-
trostatic field distribution due to the given
line charge configuration. The lengths of
arrows depict the variation in the strength
of the field at the various grid points while
the arrow heads point in the direction of the
field at the given grid point.
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Figure 24: Vector plot of the electrostatic
field due to a sinusoidal line charge distri-
bution

4.7 Superposition Principle

For a given arrangement of point charges,
the electrostatic field and potential at a given
point in space due to one charge is indepen-
dent of the presence of other charges in the
configuration. This leads to the superposi-
tion of electrostatic fields or equivalently the
superposition of electrostatic potentials due
to the individual charges to give the resul-
tant field or the equivalent potential of the
configuration at a given point.

The superposition of electrostatic po-
tential is simulated for a five point charge
configuration. Five positive point charges
each of magnitude ρ

εo
= 1 are taken to be

located at the grid points with coordinates (-
1,-1), (-1,1), (1,1), (1,-1) and (0,0). Figures 25
through 29 depict the contour plots of elec-
trostatic potential distribution due to each
of the above charges considered one at a
time. When the potential distribution due
to each single charge is superimposed one

by one according to eqn.( 7), the contour
plots in figure 30 through figure 34 are ob-
tained for the corresponding potential dis-
tributions.The contour plot of the potential
distribution when all the five charges are
taken together as a single charge configura-
tion has aready been discussed earlier and is
shown in figure 18. The similarity between
the plots in figure 34 and figure 18 illustrate
the superposition principle for electrostatic
potential.

Figure 25: Contour Plot of Potential Distri-
bution due to charge at (-1,-1)
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Figure 26: Contour Plot of Potential Distri-
bution due to charge at (-1,1)

Figure 27: Contour Plot of Potential Distri-
bution due to charge at (1,1)

Figure 28: Contour Plot of Potential Distri-
bution due to charge at (1,-1)

Figure 29: Contour Plot of Potential Distri-
bution due to charge at (0,0)
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Figure 30: Contour plot of potential distri-
bution when the first charge is placed at (-
1,-1)

Figure 31: Contour plot of potential distri-
bution when the second charge is added at
(-1,1)

Figure 32: Contour plot of potential distri-
bution when the third charge is added at
(1,1)

Figure 33: Contour plot of potential distri-
bution when the fourth charge is added at
(1,-1)
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Figure 34: Contour plot of potential distri-
bution when the fifth charge is added at (0,0)

In figures 35 and 36 the superposition
principle for electrostatic potential distribu-
tion due to four sinusoidal line charges on
the boundaries of the plate is illustrated.
The centre of the plate can be seen to have
zero potential as a consequence of the super-
position principle.

Figure 36: Contour plot of net potential dis-
tribution due to superposition of the four
line charges, one on each boundary of the
plate

5 Conclusion

The simulation of electrostatic fields and po-
tential distribution done in the present work
can be used as visual aid for an effective
teaching of these concepts at the high school
level where the students are not expected
to do rigorous analytical treatment of such
problems. At the introductory undergrad-
uate level, the computational background
discussed in the work can be used to inte-
grate computational methods with the an-
alytical methods usually adopted for solv-
ing problems in traditional classroom sce-
nario for an enhanced teaching-learning ex-
perience of the fundamentals of electrostat-
ics. The work can be easily extended to sim-
ulate some other fundamentals of electro-
statics like the fringing of lines of force in a
parallel plate capacitor, electrostatic shield-
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Figure 35: Contour plots of potential distribution when line charges are taken at the plate
boundaries one at at a time; at y=0(top left), x=1(top right), y=1(bottom left) and x=0(bottom
right)

ing etc. The extension of the work can also
be done to compute and simulate electro-
static field and potential distribution due
to charge configurations with spherical or
cylindrical symmetry which find more prac-
tical applications but the analytical treat-
ment of the same often becomes cumber-
some.
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Abstract

Gamma spectra of non-enriched Thorium
Nitrate ThNO3 salt is studied using an
indigenously developed, low-cost portable
gamma spectrometer, based on CsI scin-
tillator mated to a PIN photodiode. The
results of our study are compared with
commercially available detectors based on
NaI scintillators coupled to PMT detec-
tors, that come with a certain cost and are
bulky. Even though the intensity of various
peaks are relatively less prominent in the
spectrum obtained with the photodiode
detector as compared to the PMT based one
under same experimental conditions, longer
duration for data collection and analysis
using log plots were able to aid in reliable
identification of all the dominant peaks
in the source. The experiment gives good
insights into nuclear radiation processes
and various interactions that take place

within the detectors. Finally, we repeated
the experiment with a sample of Monazite
from the sands of Kerala and confirmed the
presence of Thorium deposits in it, thus
proving the effectiveness of our portable
gamma spectrometer for studying environ-
mental radiation.
keywords: Gamma spectroscopy, Non-
enriched sources, ThNO3 salt, Monazite

1 Introduction

In a previous paper [1], we have discussed
the alpha spectrum of 212Bi obtained from
electrolysis of ThNO3 salt, a non-enriched
source available from chemical suppliers.
The same salt can be used in powder form
to obtain the gammas emmited by it. A low
cost Gamma spectrometer has been devel-
oped by us [2] which uses a CsI scintilla-
tor mated to a PIN photodiode via an index
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matching optical grease interface. The de-
sign details are discussed in a separate pa-
per communicated recently. The electron-
ics developed for our Alpha spectrometer
[3] has been suitably modified, and the soft-
ware CN-Spec has been upgraded to obtain
the required spectral analysis along with
added features for visualising surface plots
for coincidence experiments [4]. The en-
tire design has been prepared for commer-
cial use by CSpark Research (India) [11]
as GammaSpec1K. This work is in contin-
uation with our efforts to developing Nu-
clear physics lab based on PER strategies
for advanced UG experiments[6] using non-
enriched sources and affordable equipment.
In the presentation of this paper, we shall
be focussing on studying gamma spectra of
non-enriched Thorium samples. The first
step before performing the experiment is to
model the study, and this consists of arriv-
ing at the learning goals by enquiring into
what we wish to accomplish. This is fol-
lowed by understanding the theoretical con-
siderations regarding the Thorium source,
deduced from the experimental evidences
documented in standard databases such as
ENSDF[7]. Then, the physical system is
modeled in terms of possible interactions of
gamma radiation in the detection medium.
All this has been elaborated in the second
section. In the third section, we focus on
the experimental design strategy and model
the measurement apparatus elucidating the
principle of operation, the capabilities of the
detection units and data acquisition. This is

followed by the analysis of spectra and dis-
cussion of various aspects that characterize
them in section 4. Finally, we extend our
study to validate the presence of Thorium
deposits in Monazite found in the sands of
Kerala and draws conclusions.

2 Modeling

In model construction, as a first step, we
need to answer the following simple ques-
tions?

1. Which real world phenomenon do we
wish to study?
Ans: We wish to study the gamma ra-
diation emitted by Monazite sand com-
monly found in beaches of the Indian
peninsula. It is known from litera-
ture, that the radioactive deposits in
the sands contain deposits of Thorium
and trace amounts of Uranium. We
have with us in our laboratory, a non-
enriched source of Thorium in the form
of ThNO3 salt, so it will be appropri-
ate to first conduct the experiment on
this source, and later apply the obtained
knowledge to understand the radiation
emitted by the Monazite sand.

2. Which aspects of the real-world system
are included in the model?
Ans: One of the naturally occurring
radioactive series is that of Thorium,
whose data is well documented in
ENSDF. It goes through a series of al-
pha and beta decays during which the
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daughter nucleus might be in one of
its excited states that undergoes gamma
decays. We focus only on obtaining the
energies of these gamma emissions in
our model.

3. What is being ignored?
Ans: We are ignoring the detection of
alpha and beta. Also, we are not in-
terested in the intensities of the gamma
emission that are quoted to be less than
10%, and also energies which are below
100 keV, keeping in mind the capabili-
ties of our gamma spectrometer.

4. What principles are needed to describe
the phenomenon?
Ans: The interaction processes that
gamma undergoes during the deposi-
tion of its energy within the detector
medium needs to be understood. That
is, the principles of compton effect, pair
production and photo-peak are to be
described while analyzing the obtained
spectra.

5. What parameters are needed in the
model?
Ans: If the experiment is being intro-
duced at the UG level, we could just fo-
cus on determining the Q values for al-
pha and beta for the various daughter
nuclei of Thorium and try to make them
appreciate the theoretical reasoning be-
hind the observed series. At PG level,
one could also include the total angu-
lar momentum I and parity pi values in
the data and emphasize on the selection

rules that are resulting in the various
decays being observed.

6. What approximations or idealizations
are made ?
The approximations result from the lim-
itations that are imposed due to the ca-
pabilities of the detector. For example,
the FWHM of the spectrometer natu-
rally dictates the resolution of the gam-
mas that can be observed.

Further, since the gamma spectrum that is
being studied is that of Thorium and we
have already utilised a non-enriched source
of ThNO3 salt for studying alpha spectra[1],
we have extended the experiment to also in-
clude the study of spectra obtained from this
salt using both the gamma spectrometer that
we have developed[2] and the existing one
in the lab based on NaI coupled to PMT. This
would help in comparative analysis. Based
on all of the above considerations, we have
designed the lab specific learning goals as:

1. understanding the nuclear radiation
processes that are resulting in the
gamma emissions of Th,

2. comprehension of the various interac-
tions that are responsible for energy de-
position in the detectors

3. a broad overview of the measurement
processes, and comparative analysis of
spectra obtained from two different
types of detection techniques.

4. application to studying samples that
contribute to environmental radiation
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2.1 Modeling the Source

The source is a non-enriched radioac-
tive sample composed of thorium nitrate
(Th(NO3).5H2O) in powder form which has
232Th and its various daughter products in
secular equilibrium via decays associated
with alpha and beta emission. De-excitation
of daughter products from these decays are
accompanied by emissions of gamma rays.
Alternatively, we have also used a sample of
Monazite sand obtained from the beaches of
kerala that contains Thorium deposits and
some trace amounts of Uranium as well.
Our focus is on:

1. Identifying the various gammas present
in the two samples.

2. Appreciate the potential of the non-
enriched, naturally radioactive Mon-
azite sand as a safer alternative.

3. Comparing the performances of CsI
mated to PIN photodiode to that of NaI
scintillator attached with a Photo Mul-
tiplier Tube(PMT).

The learners’ goals are to (i) model the
gamma decays theoretically and (ii) obtain
the quantitative predictions of observable
phenomenon, in this case, the gamma ener-
gies that are emitted by Thorium samples.
The first objective is achieved by making the
students observe the level diagrams of 232Th
and its entire decay chain from ENSDF web-
site. The alpha and beta decays that the
various nuclei undergo are governed by the
respective selection rules. The intensities

to the ground and excited states are given
along with the respective Hindrance factor
HF in case of alpha and log ft values in case
of beta decays. Whenever a given parent nu-
cleus decays into one of the excited states of
the daughter, it is followed by gamma emis-
sion so as to reach the ground state. All these
adopted gamma decays from various exper-
iments performed by different groups across
the world are given in the level structure di-
agrams of the nuclei and the students are
asked to choose the levels resulting in gam-
mas which are having intensity greater than
10% for the purpose of study. The resultant
flow diagram is shown in Fig 1.

2.2 Modeling of Physical System

Gamma rays have high penetrating ability
as compared to alpha and beta particles, and
it is not possible to directly measure their
energy with a semiconductor based detec-
tor such as a photodiode. Therefore, typ-
ically a scintillation crystal is used, which
absorbs the gamma ray energy and emits
a proportional number of scintillation pho-
tons whose wavelengths lie in the visible re-
gion. The difference in absorption probabili-
ties for a semiconductor and scintillation de-
tector is very evident in the log plot in Fig-
ure 2, and one can see that a simple silicon
detector has a next to nothing chance of ab-
sorbing gamma rays with energies beyond
200keV.
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Figure 1: The decay chain of 232Th highlighting the level structures of daughters that result
in > 10% gamma intensities.
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Figure 2: Absorption probability of gamma
rays in a solid state detector as a function of
their energy with and without scintillator at-
tached. Source:[13]

2.2.1 Interaction Processes:

Since the gammas do not attenuate appre-
ciably in air, we need to consider only the
interactions that take place within the detec-
tor. The following competing processes de-
fine the interaction of photons with matter,
or in our case, gamma rays with the scintil-
lation crystal:

Photoelectric effect: The incident gamma
ray transfers its entire energy to an elec-
tron in the scintillator which then trav-
els along the scintillator material creat-
ing a number of scintillation photons
proportional to its initial energy.

Compton scattering: This occurs when the
incident gamma ray interacts with a
free electron and loses some energy in
the recoil process. The energy loss is
characterized by a loss in frequency of
the incident gamma ray since its veloc-

ity must be constant. The resultant scin-
tillation photons produced by the recoil
is also lower than that of the photoelec-
tric process since the scattered gamma
ray still contains a part of its initial en-
ergy.

Pair production: For gamma rays with en-
ergies(E) greater than 1.022MeV which
corresponds to twice the rest mass en-
ergy of an electron, an electron-positron
pair may be created in accordance with
Einstein’s mass-energy relation. The en-
ergy excess is transferred to the pair.
The positron annihilates with the pro-
duction of a pair of 511keV gamma
rays. The net energy deposited can be
one of the following

• Initial Energy of the gamma ray(E).
This implies that both 511 keV
photons deposited their energy in
the scintillator, and the excess en-
ergy also created a proportional
number of scintillation photons.

• One of the photons escaped the
material, resulting in the total de-
posited energy being only E −
511keV. This position in the spec-
trum is called a single escape peak.

• Both the annihilation photons es-
caped the material, resulting in
E − 2 ∗ 511keV being deposited.
This creates what is known as a
double escape peak.
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2.3 Modeling Outcomes

The students at UG level can easily deter-
mine the Qα and Qβ values of the nuclei
using Binding energy values obtained from
Semi-Empirical Mass Formula based on the
Liquid Drop Model. This provides the the-
oretical basis as to why the sequence, of αs
and βs in Thorium series, is the way it is.
Qβ ≤ 0 and Qα >> 0 implies, the nucleus
is β stable and the only mode of decay is
through α. Whenever, Qβ > 0, it is the more
preferred mode of decay.
At the PG level, the students can be guided
to observe that most of the β decays are
proceeding through parity changing forbid-
den transitions to the excited states of the
daughter nuclei. Further, it is seen that
for the transitions to proceed to the ground
state of the daughter, we have ∆I ≥ 2.
An analysis of the log ft values of β-decays
in the A > 221 Actinide region has re-
vealed that the first forbidden transitions
have comparable values to that of the al-
lowed transitions[12]. The various gammas
from the level sequence diagrams in Fig.1
are compiled in Table 1. Even though all
these energies are expected to be seen, the
limitations and interactions of the detection
unit places certain restrictions, which will be
discussed later.

3 Experimental Design

There are different ways to design an ex-
periment so as to validate the correctness
of the results. One such design strategy

that is incorporated here, is to obtain the
data through two different techniques and
perform a comparative analysis. Franklin
[17] discusses this as the first epistomolog-
ical strategy which is effective in arriving at
valid results:

A hypothesis receives more confir-
mation from ‘different’ experiments,
where different measurement instru-
ments are used, than from the repe-
tition of the ‘same’ experiment,where
the same apparatus is used each time.
This reference to ‘different’ experi-
ments is due to the fact that the the-
ories that underlie the various appa-
ratus are different; Since the results of
an experiment are strongly related to
the theories underlying the different
apparatus employed, one may regard
the results of performing an experi-
ment using different measurement in-
struments as being obtained from ‘dif-
ferent’ experiments.

The gammas emitted by the ThNO3

powder are studied using two different de-
tection units. One is the commercially avail-
able NaI(Tl) scintillator coupled to a PMT
and the other is our own indigenously de-
veloped detection unit consisting of CsI(Tl)
scintillator mated to a PIN photodiode us-
ing an index matching glue. Here, the meth-
ods for depositing the energy of the scintilla-
tion photons, generated from gammas inci-
dent on the NaI(Tl) or CsI(Tl) detectors, are
different and hence the measurement instru-
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Parent Process Daughter Iπ
p Iπ

d∗ → Iπ
d Iα / Iβ HF/ logft Eγ (keV)

232
90 Th α 228

88 Ra 0+ 2+ → 0+ 21.7 0.9 63.8
228
88 Ra β 228

89 Ac 0+ 1− → 1+ 20 6.2 13.5

228
89 Ac β 228

90 Th 3+
2+ → 0+

2+ → 2+

3− → 2+

29.9

11.6

7.4

8.4

968.9
911.2
338.2

228
90 Th α 224

88 Ra 0+
1− → 0+

2+ → 0+
0.4
26.0

10.7
0.9

215.9
84.4

224
88 Ra α 220

86 Rn 0+ 2+ → 0+ 5.1 1.1 240.9
212
82 Pb β 212

83 Bi 0+ 0− → 1− 83.1 5.2 238.6

212
83 Bi α 208

81 Tl 1−
3+ → 4+

5+ → 4+

4+ → 5+

1.1
1.7
69.9

70
280
130

452.9
288.2
39.8

212
84 Po α 208

82 Pb 18+
5− → 3−

3− → 0+
2.1
1.0

1.7 ∗ 109

7.5 ∗ 1010
570
2610

208
81 Tl β 208

82 Pb 5+
5− → 5−

5− → 3−

3− → 0+

24.2

49.1

5.4

5.6

510.8
583.2
2614.5

Table 1: The Iπ values for the parent and those of the excited states of the daughter and that
of the final state to which the transition takes place are indicated.

ments differ in their principle of operation
in producing the final output voltage corre-
sponding to the same gamma energies.

3.0.1 Principle of operation:

In case of the photomultiplier tube(PMT),
the scintillation photons eject a proportional
number of electrons from the photocathode
of the PMT, which then accelerate towards
an adjacent dynode which is maintained at a
higher potential. The electrons thus ejected
are higher in number due to the energy
gained whilst accelerating through the po-
tential, and are now directed towards a sec-

ond dynode which is maintained at an even
higher potential. This sequence of events
through multiple dynodes results in an am-
plification of the initial incident photopulse,
and a proportional voltage spike is created
at the output of the PMT.
On the other hand, the semiconductor pho-
todiode’s PN junction is connected in re-
verse bias mode so as to create a depletion
region that acts as an ionization medium to
convert their energy into electron-hole pairs
which move towards the electrodes due to
the applied electric field. The charge thus
generated is proportional to the energy of
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the incident gamma ray.
The length of the scintillator decides the
photopeak efficiency. In other words,
a longer scintillator tube results in more
gamma rays depositing their entire energy
in the crystal, and contribute to the photo-
peak rather than the Compton edge. The
size of our CsI(Tl) detector is 10mm× 10mm
with a thickness of 8mm as compared to the
NaI(Tl) detector available in the lab that has
approximately 5 times larger dimensions.

3.1 Modeling the Measurement

Apparatus:

The PMT from Ortec includes a preampli-
fier, and its output was input to a shaping
amplifier stage by CAEN(N968)[15]. The
shaper output of 3uS rise time was pro-
cessed using a 4K USB Multi Channel
Analyzer developed by us[16], and the
spectrum was acquired using our CNSpec
Software. The PMT needs a bias voltage,
which is typically in the range of 550 to
1100 V. A bias voltage of 730Volts was
maintained for the PMT used here, so as to
obtain the 1332 keV peak from 60Co to be
somewhat nearer to the half way mark in
the 4K channels. For calibration, spectrum
from 60Co was taken, and the 1332keV peak
was located at channel 1824.86. Then a
second spectrum was acquired from 137Cs,
and the 662keV peak was located at channel
931.79. These two datapoints were used to
create a straight line calibration polynomial.
Since these two chosen peaks are far apart,
errors in slope calculation arising due to

small variations in the gaussian fitting
based centroid estimation are minimized.
’GammaSpec-1K’ gamma spectrometer
setup, that can measure gamma energies
upto 3 MeV developed by us (is shown
in Figure 3). The various stages of signal
processing electronics are shown as an inset.
The compact detector unit, consisting of the
CsI scintillator mated to PIN photodiode
and the associated electronics, is the just
the size of a smart phone (with about 4
times the thickness). It is powered by the
USB of a laptop. Data from the 1K MCA is
acquired via same USB cable and the spec-
trum builds dynamically in our software
’CNSpec’ written in the Python language
with FOSS tools[4]. Gaussian curve fitting,
log plots, sum of events and other analysis
and report requirements are incorporated
into the software.
The source is to be placed in front of the
8mm hole behind which the detector is
housed. The detector’s peak sensitivity is
around 540nm[13] and hence it is covered
by an Aluminium foil of 20 microns thick, so
as to block any stray visible spectrum light
which was not generated by the scintillator.
The instrument is factory calibrated using
60Co which has two sharp peaks at 1173 keV
and 1332 keV. For this unit, the centroid
channel for the 1.33MeV peak was calcu-
lated using gaussian fitting to be 503, and
the corresponding calibration polynomial
is y = 1332

503 ∗ x. The FWHM of this peak is
found to be 80 KeV. It is observed that at
the lower end of the spectrum, spurious

36/2/7 9 www.physedu.in



Physics Education April - June 2020

Figure 3: Photograph of the Gamma Spectrometer connected to a laptop showing the spec-
trum obtained. The shaper output is seen on the oscilloscope next to it, and the electronic
circuit block diagram is shown as an inset.

events are getting recorded due to the noise
fluctuations, in the absence of a signal. In
order to reject this, the first 58 channels, that
correspond to gamma energies upto 154keV,
are not considered while acquiring spectra.

3.2 Data Acquisition

In the first iteration, the experiment is per-
formed by simply placing approximately
20gm of Thorium Nitrate powder in front
of a 2” NaI scintillator attached to a PMT
detector manufactured by Ortec. The data
was acquired for a period of 2 hours, and
the obtained spectrum is shown in Figure 4.
Again, 20gm of Thorium Nitrate powder is
placed in front of the GammaSpec-1K detec-
tor window. The data is acquired for a pe-
riod of 3.5 hours with a 1K MCA, and the
spectrum is shown in Figure 5. Since this

spectrometer uses a 1K MCA, it will record
higher counts per bin as compared to a 4K
MCA with the same input range. This is be-
cause the 4K MCA has four times as many
channels into which the total incident events
can be distributed.

4 Analysis and Discussion

4.1 Determination of Energies in the

Spectrum:

Due to the large number of gamma rays
with distinct energies emitted by 232Th
and its daughters, multiple photopeaks are
formed in the spectrum, with most of them
being superimposed on the Compton scat-
tered events of gammas with higher ener-
gies than them. The width of each photo-
peak is smeared across a few channels in the
spectrum due to the limitations of the de-
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Figure 4: The Gamma spectrum of ThNO3 powder obtained with a commercial PMT from
Ortec with 2” NaI scintillator and a 4K MCA.

Expected (in keV) 238.6 338.3 511 583 911 968.9 2614.5
2” NaI(tl) +
PMT

230.4 331.9 506.5 579.7 913.95 Unclear 2602.2

10mm CsI(Tl)+
Photodiode

235.6 339.0 508.5 580 913.6 966.6* 2607.2

Table 2: Comparison of peak centroids of gamma energies (in keV) obtained from 20gm
ThNO3 sample from the two different detectors used. ∗Peak appears as a shoulder peak,
and has been identified manually.

Figure 5: The Gamma spectrum of ThNO3 powder obtained with GammaSpec1K spectrom-
eter with CsI scintillator having volume 10mm ∗ 10mm ∗ 8mm.
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tector, and the centroid channel represents
the actual peak position. Multiplying the
centroid channel with the calibration poly-
nomial gives us the energy associated with
the peak. In order to extract the centroids
which resemble a pseudo-gaussian shape, a
mathematical least square minimization can
be carried out on the channels containing
the peak to identify the centroid. However,
since this approach fails for small peaks rid-
ing on large Compton plateaus such as the
511 keV peak in Figure5, occasionally peak
centers must be identified manually by esti-
mating the channel spread of the photopeak.
The energies obtained in both the spectra are
tabulated in Table 2. We note that most of
the energies expected from Table 1 are miss-
ing in the actual obtained spectrum. This is
firstly due to the non-enriched source we are
using, the energies due to transitions from
Iα and Iβ less than 5% do not emit enough
gammas to be observed within the acqui-
sition time. Further restrictions come due
to the limitations of the detector units and
the interaction processes within the detector
medium which are discussed below:

4.1.1 Limitations of the detector unit

• All the energies less than 154 KeV shall
be suppressed, corresponding to the 58
channel noise threshold we have set.
That is, the gammas with energies that
are not highlighted in the last column in
Table 1 are to be ignored.

• The energies within the range of the

FWHM, which is about 80-100KeV, can-
not be resolved and shall appear at
their weighted mean value. The re-
sultant gammas to be expected, should
form photopeaks in the spectrum at
238.6keV, 338.2, 481.9, 576.6, 940, and
2614.5 keVs.

4.1.2 Interations with the detector

medium:

• Compton scattering produces a contin-
uous range of energies below each of
the expected energies.

• The gammas with energy greater than
1022 keV could result in pair produc-
tion. In case of our ThNO3 sample,
the daughter product 208Tl is respon-
sible for the emission of gamma rays
with 2614 keV energy which is capa-
ble of pair-production. The deposition
of this energy resulting in pair produc-
tion, and high chance of both annihila-
tion photons escaping due to small de-
tector volume, could result in a peak at
2612-1022=1590 keV, which is referred
to as Double Escape Peak (DEP). Sin-
gle escape event could result in 2614-
511=2103 keV peak.

4.2 Efficiency Calculations for

Comparision:

In order to make a comparison between the
two detectors, we estimate the normalized
efficiency. Even though the times of ac-
quisition are not the same, the number of
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counts(NE) for the low energy peak at 238
keV, medium energy peaks at 913 and 966
keV, and the largest energy peak at 2614.5
keV within the intervals that were chosen
(see Table 3) about their photopeak width
are determined. The total events N for the
whole spectrum is also determined. The ra-
tio NE

N indicates a normalized efficiency η

which can be used to compare the differ-
ent detectors as long as the source is the
same. However, since NE includes Comp-
ton events from high energy peaks if any,
the ratio may be overestimated and is only
a reliable indicator for the highest energy
peak, which in our case is 2614.5 keV. It is
observed that the PMT based detector has
an order of magnitude better normalized ef-
ficiency as compared to our spectrometer for
this peak. The reduced overall efficiency of
the smaller volume scintillator can be com-
pensated by using longer acquisition time
intervals. Since gamma interaction lengths
are a function of energy, the smaller volume
scintillator also shows a lower normalized
efficiency ratio for the 2614keV gamma rays
compared with the 238.6keV gamma rays.

5 Applications and Conclusions

5.1 Spectra of Monazite sample

obtained using CsI Scintillator mated

to PIN photodiode:

A 1gm Monazite sample procured from the
sands of Kerala, and glued using Araldite
epoxy on a 1” planchette was placed in front
of the GammaSpec1K spectrometer, and the

data acquired over a period of 14 hours is
shown in Figure 6. All the expected peaks
are identified and marked in the spectrum.
It matches the one for ThNO3 salt obtained
in the lab, completely validating the utility
of our spectrometer for environmental radi-
ation monitoring.

5.2 Conclusions

We find that even though the volume of the
scintillator used in our detector is around
130 times less than a standard 2” NaI scin-
tillator, it is still usable for isotope iden-
tification. An added advantage is that
high voltages are not required since our
scintillator is mated with a photodiode in-
stead of a PMT. The large volume scintil-
lator however, has better photopeak effi-
ciency, and lower Compton scattering, re-
sulting in clearer peak formation. The ca-
pability to identify all the relevant peaks in
Monazite sample makes our low cost, com-
pact, portable USB powered Gamma Spec-
trometer an ideal choice for online radiation
mapping of large geographical locations.
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Detector Total Counts N Energy(keV) Energy Interval(keV) NE η = NE/N
2” NaI(Tl)
With
PMT

6768879
230.4 194.71-265.22 1079108 0.159
913.95+968.9 840-1030 5443016 0.08
2602.2 2516.83 - 2689.34 73771 0.01

10*10*8mm
CsI(Tl) with
Photodiode

2914071
235.6 201.26 - 270.11 856272 0.293
913.6+966.6 840 - 1030 122310 0.04
2607.2 2521.05-2693.18 2521.05 0.0024

Table 3: Determination of normalized efficiency for various energy peaks

Figure 6: The Gamma spectrum of Monazite sample from the sands of Kerala. The peaks
match those obtained from the Thorium Nitrate powder
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Abstract 

The expressions for the ground state energy (GSE) 

density and the spin susceptibility (χ) of warm and 

dense interacting quark matter have been derived 

including the corrections due to correlations. For 

this, we have calculated the GSE of spin-polarized 

quark matter at non-zero temperature containing 

the term up to order (g4ln g2). It has been shown 

that, χ-1 changes sign and turns negative at 

different temperatures for different densities, 

which indicates a physical instability or 

impermanence of ordered phase of quark matter. 

 

1 Introduction                                                                       

The study of properties of interacting hadronic or 

quark matter has been an area of contemporary high 

energy physics research for quite some time now 

[1-6]. Such studies are usually made at extreme 

conditions of temperature and/or density where 

perturbative calculations might become 

meaningful. This is due to the fact that at such 

extreme conditions, the hadrons are expected to 

dissolve into their more fundamental constituents 

viz, the quark and gluon, forming a new state of 

matter called Quark Gluon Plasma (QGP) and the 

theory that describes the matter is known as 

Quantum Chromodynamics (QCD). One extreme 

limit is the region of low chemical potential and 

high temperature. This corresponds to conditions 

very similar to the deconfined phase that might 

have existed in the early Universe before 

hadronization. Experimentally the heavy ion 

collisions provide opportunities to verify some of 

the theoretical results against measurements. 

Intense research activities have been performed at 

Relativistic Heavy Ion Collider (RHIC) 

experiments at Brookhaven National Laboratory 

(BNL), the Large Hadron Collider (LHC) 

experiments at CERN. In contrast, the experiments 

at GSI will focus on the compressed baryonic 

matter i.e., matter with high baryonic chemical 

potential compared to temperature. The low 

temperature and high chemical potential region 

corresponds to the phases which may be found at 

the core of neutron star. Such studies are important 

to understand the properties of astrophysical 

compact objects. For example, experiments at 

Einstein Laboratory, ROentgenSATellite 

(ROSAT), CHANDRA have been performing 

measurements to understand the properties of 

neutron stars, quark stars, pulsars, quasars etc. For 
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theoretical verification, we need various estimation 

which depend on temperature, density, pressure, 

energy etc.  

There is a possibility that at the core of the neutron 

stars the density may go up to 5 ~ 6 times the 

normal nuclear matter density where the matter is 

not expected to be in the hadronic phase. In fact, 

under such scenario one expects that it would be 

more appropriate to describe the core of such dense 

stars as degenerate quark matter, which is our main 

interest in the present manuscript. Due to 

asymptotic freedom of QCD, it is predicted that 

hadronic matter can undergo a series of phase 

transitions like confinement-deconfinement and 

(or) chiral phase transitions. In the high density 

limit QCD predicts the existence of color 

superconducting state. These aside the possibility 

of spin polarized quark liquid i.e., the existence of 

ferromagnetic phase in dense quark system has also 

been suggested by various authors [1,3]. Presence 

of extraordinarily high magnetic field (~1015 

Gauss) in the core of neutron stars can be attributed 

to the existence of spin polarized quark matter [1,3-

6]. To examine the possibility of ferromagnetic 

phase transition in dense quark matter in Ref.[1] a 

variational calculation was performed where it was 

shown that quark liquid interacting through one-

gluon exchange (OGE) shows spontaneous 

magnetic instability at low densities.  

The underlying mechanism of such a phase 

transition for slow moving massive quark is similar 

to what one observes in case of interacting electron 

gas in a neutralizing positive charge background 

where the electrons interact only by the exchange 

interaction and the contribution of the direct term 

cancels with the background contribution. In case 

of interacting electron gas, the kinetic energy is 

minimum in unpolarized state, the exchange 

energy, on the other hand, favours spin alignment. 

These are two competing phenomena which also 

depends on density. It has been seen that the kinetic 

energy dominates at higher density and as the 

density is lowered the exchange energy becomes 

larger at some point turning the electron gas 

suddenly into a completely polarized state. This is 

the mechanism of ferromagnetism in electron gas 

interacting via. Coulomb potential. 

The exchange energy for quark matter interacting 

via one gluon exchange is also attractive and 

becomes dominant at some density giving rise to 

ferromagnetism [1,3,4,5].  However, there are 

similarities and differences between quark matter 

and electron gas as discussed in Ref.[1]. For slow 

moving massive quarks the dynamics is very 

similar to what happens in electron gas, while in the 

relativistic case a completely different mechanism 

works when spin dependent lower component of 

the Dirac spinor becomes important. It should also 

be noted that the exchange energy is negative for 

massive strange quark at low densities while it is 

always positive for massless u and d quark as 

observed in Ref.[1,3]. 

The properties of dense and warm quark matter are 

particularly relevant for the study of various 

astrophysical phenomena. In the present context, I 

calculate the energy density at non-zero 

temperature of spin asymmetric quark matter [3,5] 

and consequently determine the spin susceptibility 

[4,6] with corrections due to correlations, i.e., 

containing terms up to Ҩ(g4ln g2).  

In the present theoretical model, for the 

computation of ground state energy (GSE) density 

and the corresponding spin susceptibility, it has 

been assumed that the QGP matter is composed of 

weakly interacting massless up and down quarks, 

and the gluons which are treated as almost free. It 

is well known that QGP is asymptotically free. 

Thus one may expect that quarks and gluons 

interact weakly and the properties of the interacting 

quark matter might be computable perturbatively. 
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So it is acceptable to assume the coupling constant 

αc = 𝑔2/4π < 1. This is well known that for weak 

coupling constant g, perturbation theory can only 

be worked out to a finite order, so that the series 

expansion in terms of αc to converge. It is to be 

mentioned, although the perturbative expansion 

converge very slowly, the approach makes 

predictions consistent.  

To calculate the energy densities and other relevant 

quantities, we use the Lorentz invariant color 

symmetric forward scattering amplitude of two 

quarks around the Fermi surface interacting by the 

one-gluon-exchange [1,3,6]. The direct term does 

not contribute as the trace of single color matrices 

vanishes. The first correction due to interaction to 

the GSE, is given by the exchange energy density. 

This arises from two quarks interchanging 

positions in the Fermi sea by exchanging a virtual 

gluon. However, to compute the ground state 

energy density, we have to evaluate the diagrams 

beyond the exchange loop i.e., require to include 

the contribution of bubble diagrams. Without such 

corrections, however, the calculations are known to 

remain incomplete as the higher order terms are 

plagued with infrared divergences arising out of the 

exchange of massless gluons, indicating the failure 

of naïve perturbation series. This can be 

accomplished by summing a class of diagrams 

known as bubble diagrams and receives 

logarithmic corrections. Here, however, the 

calculation is little tricky, as in this situation one 

cannot deal with spin averaged values for the 

polarization tensor. In the present work, we 

calculate the density temperature dependent ground 

state energy and the spin susceptibility with 

correlation corrections within the one-gluon 

exchange model for warm and dense plasma and 

also shows how these quantities can be expressed 

in terms of spin polarization parameter ξ and the 

temperature T. 

 

2   ENERGY DENSITY AND SPIN 

SUSCEPTIBILITY 

Let us consider the quasiparticles whose spins are 

all eigenstates of the spin along z direction. Since 

quarks are spin polarized, the quasiparticles 

interaction ( 𝑓
𝑝𝑝′
𝑠𝑠′ ) have two parts, when spin is 

parallel (𝑠 = 𝑠′) which is known as spin non-flip 

( 𝑓
𝑝𝑝′

𝑛𝑓
) interaction and the spin antiparallel (𝑠 =

−𝑠′) interaction correspond to the spin flip (𝑓
𝑝𝑝′

𝑓
)  

scattering amplitudes, such that [1,3,6] 

𝑓
𝑝𝑝′
𝑠𝑠′ = 𝑓

𝑝𝑝′

𝑛𝑓
+

1

2
𝑓

𝑝𝑝′

𝑓
                                                               (1) 

where p and p' are the momentum of the 

quasiparticles. Here, the factor 1/2 is due to the 

equal scattering possibilities involving spin-up 

spin-down and spin-down spin-up quarks. Since 

spin and momentum have randomly oriented, we 

take the average over the angles θ1 and θ2 

corresponding to spins s and s'. The angular 

averaged interaction parameter is given by [3,6] 

𝑓
𝑝𝑝′
𝑠𝑠′ =  𝑁𝑓𝑁𝑐

2 𝑔2

9𝑝𝑝′
∫

𝑑𝛺1

4𝜋
∫

𝑑𝛺2

4𝜋
[1 + (�̂�. �̂�)(𝑝′̂. 𝑠′̂)]    (2) 

where g is the coupling constant. Here, Nf=2 and 

Nc=3 are the flavor and color degeneracy factors. 

In our calculations, it has been assumed that the 

contributions of u and d quarks are equal. Since we 

are dealing with ultra-relativistic massless quarks, 

the quantities which we want to calculate are 

obtained as a function of temperature (T) and Fermi 

momentum (pf). As the Fermi momentum is not a 

suitable experimental quantity, we calculate the 

quantities in terms of baryon density. Since the 

baryon number is 1/3, we have baryon density 𝑛𝑏 =
1

3
𝑛𝑞 , where 𝑛𝑞 = 𝑛𝑞

+ + 𝑛𝑞
− ,is the quark density, 

where the superscript denotes the spin-up (+) and 

spin-down (-) quarks respectively.  
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The leading contributions to the energy density of 

quarks are given by the kinetic, exchange and 

correlation energy densities 

𝐸 = 𝐸𝑘𝑖𝑛 + 𝐸𝑒𝑥 + 𝐸𝑐𝑜𝑟𝑟                                                (3) 

Including the color and flavor degeneracy factors 

for quarks, the total kinetic energy density for spin-

up and spin-down quarks is given by [6] 

𝐸𝑘𝑖𝑛 =
3

(2𝜋)2
( 𝑝

𝑓
4 [(1 + 𝜉)

4
3⁄ + (1 − 𝜉)

4
3⁄ ] +

2𝜋2𝑇2𝑝
𝑓
2 [(1 + 𝜉)

2
3⁄ + (1 − 𝜉)

2
3⁄ ])                     (4) 

Here 𝜉 = (𝑛𝑞
+ − 𝑛𝑞

−)/(𝑛𝑞
+ + 𝑛𝑞

−)  is the spin 

polarization parameter with condition 0 ≤ 𝜉 ≤ 1.. 

The first leading order correction due to interaction 

to the energy density is the exchange energy. The 

exchange energy density Eex was calculated in 

Ref.[3] within Fermi liquid theory approach and 

also directly evaluating two loop diagrams in 

Ref.[6]. The analytical expression for the exchange 

energy density at finite temperature is found to be 

[6] 

𝐸𝑒𝑥 =
𝑔2

(2𝜋)4
( 𝑝

𝑓
4 [(1 + 𝜉)

4
3⁄ + (1 − 𝜉)

4
3⁄ + 2(1 −

𝜉2)
2

3⁄
] +

4

3
𝜋2𝑇2𝑝

𝑓
2 [(1 + 𝜉)

2
3⁄ + (1 − 𝜉)

2
3⁄ ])    (5) 

The next higher order correction to the energy 

density beyond the exchange term is the correlation 

energy. The detailed calculation of correlation 

energy have been given in Ref.[6], which we quote 

here. The leading g4 ln g2 order contribution is 

given by 

𝐸𝑐𝑜𝑟𝑟 =
𝑔4 ln 𝑔2

(2𝜋)4

1

8
( 𝑝

𝑓
4 [(1 + 𝜉)

4
3⁄ + (1 − 𝜉)

4
3⁄ +

2(1 − 𝜉2)
2

3⁄
] +

16

3
𝜋2𝑇2𝑝

𝑓
2 [(1 + 𝜉)

2
3⁄ + (1 −

𝜉)
2

3⁄ ])                                                                                    (6) 

It is to be noted that all the energy contribution for 

various ξ are always positive for massless quarks. 

The other quantity which have direct physical 

relevance is the calculation of spin susceptibility. 

Once the energy density is known, we can readily 

calculate the spin susceptibility. The spin 

susceptibility is determined by the change in 

energy of the system as its spin are polarized. In the 

small ξ limit, the energy density can be expanded 

as [3,6] 

𝐸(𝜉) = 𝐸(𝜉 = 0) +
1

2
𝛽𝑠𝜉2 + Ҩ(𝜉4)                              (7) 

where βs is the spin stiffness constant which is 

inversely proportional to the spin susceptibility χ; 

mathematically 𝜒 = 2𝛽𝑠
−1 . Since energy density 

involves three leading terms, the spin susceptibility 

have also three contributions, given by 

𝜒−1 = 𝜒𝑘𝑖𝑛
−1 + 𝜒𝑒𝑥

−1 + 𝜒𝑐𝑜𝑟𝑟
−1        (8) 

With the help of equations (4) – (7), each energy 

contribution to the susceptibility is 

𝜒𝑘𝑖𝑛
−1 =

𝑝𝑓
4

3𝜋2 (1 −
𝜋2𝑇2

𝑝𝑓
2 )                                      (9) 

𝜒𝑒𝑥
−1 = −

𝑔2𝑝𝑓
4

18𝜋4 (1 +
𝜋2𝑇2

3𝑝𝑓
2 )                                           (10)                                                 

𝜒𝑐𝑜𝑟𝑟
−1 = −

(𝑔
4

ln 𝑔2)𝑝𝑓
4

576𝜋6 (1 +
4𝜋2𝑇2

3𝑝𝑓
2 )                               (11) 

It is to be noted, contribution from kinetic term may 

be positive or negative depending on the values of 

T and pf, while the exchange and correlation 

contribution is always negative. These three 

competing terms, as we shall see, turns the 

susceptibility from positive to negative. Using all 

the equations (8) – (11), the total spin susceptibility 

is given by 

𝜒 = 𝜒𝑃 [1 −
𝑔2

6𝜋2 (1 +
4𝜋2𝑇2

3𝑝𝑓
2 +

𝜋4𝑇4

3𝑝𝑓
4 ) −

𝑔4 ln 𝑔2

192𝜋4 (1 +

7𝜋2𝑇2

3𝑝𝑓
2 +

4𝜋4𝑇4

3𝑝𝑓
4 )]

−1

                                               (12) 
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where χP is the Pauli susceptibility. The value of χ 

can be estimated if coupling constant (g), 

temperature (T) and Fermi momentum (pf) are 

exactly known. 

 

3   RESULTS AND DISCUSSION 

 

In figure 1, we have plotted the density dependence 

variations of ground state energy per baryon 

density of quark matter for various order parameter 

ξ at temperature 30 MeV. It has been observed that 

the energy density is larger with higher value of ξ 

and energy increases with baryon density. 

Therefore spin polarized quark matter is more 

unstable compared with unpolarized quarks. 

In figure 2, we have plotted the temperature 

dependence of the inverse spin susceptibility per 

baryon density for two different densities. It has 

been observed that the susceptibilities blow up at 

different temperatures for two different densities. 

This can be identified as a physical instability or 

inconstancy of the quark matter towards the 

ordered phase. This is equivalent to what happens 

to the ground state energy as a function of ξ.   

 

 

 
 

Figure. 1 – Density dependence of ground state 

energy density of quark matter with three different 

spin polarization parameter ξ at temperature 30 

MeV. 

 

 

 
 

Figure. 2 – Variations of inverse spin susceptibility 

(χ-1) with temperature of quark matter for two 

different baryon densities. 

 

Therefore quark matter is more stable with 

unpolarized quarks. In other words, the equation of 

state of spin asymmetric quark matter becomes 

stiffer by increasing the baryon density or the 

temperature. 
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P.W. Anderson was a giant among theoretical 

physicists in the second half of last century. He 

passed away at the age of 96 at Princeton, NJ, USA 

on 29th March 2020.  He remained scientifically 

active till the end. In addition to transforming a 

field he also educated the physics community about 

nature of science and paved new paths. A 2006 

survey rated him as the most creative living 

physicists.  

Anderson’s approach to theoretical physics was 

somewhat special. He communed with nature by 

contemplating on body of the available 

experimental results and phenomena on down to 

earth materials, often from the point of view of 

quantum organization. He nurtured a whole field of 

condensed matter physics over 70 years and 

influenced several generation of scientists. His 

work had implications beyond condensed matter - 

origin of mass of elementary particles (electron, 

quark etc.) via Anderson-Higgs mechanism, 

understanding a certain anomalous behavior of 

pulsars, nano electronics, issues in quantum 

computation, neural networks, pre-bioltic 

evolution, complex optimization problems, stock 

markets etc.  

He received the Nobel Prize in 1977 and shared it 

with van Vleck and Nevil Mott. Anderson was also 

responsible for about half a dozen Nobel Prizes, 

directly or indirectly. In general Anderson helped 

and nurtured good ideas, wherever it came from.  

He also tried to be just to his profession by being 

forthright and critical (sometimes in undiplomatic 

fashion). Beyond science, he longed for peace on 

earth and a healthy planet; opposed Vietnam war, 

argued for nuclear disarmament, argued against 

star wars etc. He leaves behind a world of admirers. 

Various factors inspire young ones into science. 

Often it is teachers.  Families also nurture free spirit 

and a spirit of enquiry. In his Nobel Prize 

biographical note Anderson says, “At Illinois my 

parents belonged to a group of warm, settled 

friends, whose life centered on the outdoors and in 

particular on the “Saturday Hikers”, and my 

happiest hours as a child and adolescent were spent 

hiking, canoeing, vacationing, picnicking, and 

singing around the campfire with this group. They 
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were unusually politically conscious for that place 

and time, and we lived with a strong sense of 

frustration and foreboding at the events in Europe 

and Asia … . I remember at school was a first-rate 

mathematics teacher at the University High School, 

Miles Hartley, ...”.  

Anderson went to Harvard, finished undergraduate 

studies in Physics with a good record, and 

completed a Ph.D. According to him “Graduate 

school (1945-49) consisted of excellent courses; a 

delightful group of friends, … , centered around 

bridge, puzzles, and singing; ..” . Joyce Gothwaite 

became his life partner. Anderson had 73 years 

long life journey with Joyce. Their daughter Susan 

was born in 1948. Joyce and Anderson were a 

wonderful couple and mutually supportive. Behind 

every successful man there is a woman – Joyce was 

always behind Anderson. 

Anderson grew in the atmosphere of the Bell 

Telephone Laboratories for 35 years and moved to 

Princeton for another 35 years. Bell Labs, an 

industrial research lab at USA,  was unique  in the 

world of science and technology in the last century. 

Graham Bell decided to spent a percent or so of his 

profit from his telephone company, on open ended 

basic science, both experiment and theory. Such 

explorations at Bell Labs resulted in profound 

advancements in basic science, resulting in several 

Nobel Prizes. Two Nobel Prizes in extremely 

contrasting domains are, a) discovery of 30 

background radiation from the Big Bang 

(beginning of the universe), and b}  discovery of 

solid state transistor, which has profoundly 

modified science, technology and our society in 

turn.  

I am proud to say that Perimeter Institute of 

Theoretical Physics at Waterloo, Canada, where I 

have a joint appointment, was born as a result of 

love and appreciation of Mike Lazaridis for 

theoretical physics. He says thattt it can help 

society in the long run, as it has done in the past.  

Incidentally, Mike established Black Berry mobile 

phone company. My fond hope is that science 

philanthropy will grow in India and take Indian 

science to new heights. 

Before we get a glimpse of Anderson’s science we 

will see him as a person. It was 1986.  I was talking 

to Anderson in his office at Princeton. A young 

undergraduate walked in. Students knew that no 

prior appointment was necessary to meet this Nobel 

Laureate in his office. The student elaborated an 

idea he had. After a while I became impatient. 

Anderson patiently listened till the end; he did 

notice my impatience. After the student left, 

Anderson enlightened me, with his own 

understanding of a very important point that the 

student was actually trying to convey, but didn’t 

completely succeed. I woke up. On several 

occasions Anderson brought out deep meanings in 

very ordinary sounding seminar talks and 

pleasantly surprised the speaker and audience.  

Anderson was amazingly supportive of his young 

associates. In 1986, while at Princeton in 

Anderson’s group, I faced some issues in renewal 

of US visa for third year. News reached Anderson. 

He told me, `I will call George Schultz (then 

Secretary of states of the US Government, a 

Princetonian whom Anderson knew personally) 

and fix it up’. I felt elated, but politely stopped 

Anderson. That particular problem got sorted on its 

own. The third year at Princeton became a 

memorable period in my scientific career.  

 

Anderson had a joint appointment with Cambridge 

University for a number of years. In 1962, in his  

lectures on manybody theory at Cambridge 

Anderson made a passing remark on the possibility 

of an anomalous current between weakly coupled 

superconductors, as a consequence of BCS theory. 

Brian Josephson, a student at the class took 
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Andersons suggestion seriously and proved the 

existence of such an anomalous current using BCS 

theory and showed it to Anderson. Impressed by 

the calculation Anderson encouraged young 

Josephson to publish it. More remarkably, after 

returning to Bell Labs that year, Anderson and his 

experimental colleague John Rowell performed 

experiments that demonstrated the Josephson 

effect, thereby removing a widely prevailing 

scepticism in the community on the possibility of 

such an effect. Tje rest is history and Josephson 

received his Nobel Prize in 1973. 

 

Two experimental Nobel Laureates Dough 

Osheroff and Dan Tsui were explicit, in a meeting 

at Aspen Physics Center (2000) honoring 

Anderson’s 50 years of contribution to condensed 

matter physics: they said that their Nobel Prize 

winning discoveries were strongly influenced by 

Anderson’s timely alert and advice about some 

anomalies (which could have been easily ignored) 

in their measrements. There are few more such 

stories. 

 

Anderson was a model builder. He looked  at a 

body of experimental results, related to anomalous 

behavior. His deep contemplation and appreciation 

of unusual aspects (which often escaped the 

community) resulted in simple mathematical 

models, mostly quantum mechanical. There are 

more than half a dozen models in the name of 

Anderson. His  analysis of his own model and 

finding quantitative solution were also unusual. 

Because of a resonance with nature, his science 

advanced by leaps and bounds,  often resulting in 

paradigm shifts. 

 

Since Anderson’s models abstracted the essence of 

certain universal quantum and cooperative 

phenomena in condensed matter, its applicability 

was universal and went beyond its place of birth. 

Anderson’s insights into superconductors resulted 

in Anderson-Higgs mechanism of mass generation 

of elementary particles and the celebrated Higgs 

particle. His understanding of vortex creep in a 

superconductor like Niobium resulted in 

understanding glitches in pulsar periods, as arising 

from neutron star quakes initiated by vortex creep 

in neutron superfluid in the crust. Edwards-

Anderson spin glass model lead to solution to 

optimization problem, advances in neural network 

theory etc. 

 

Anderson’s major contributions are broadly, in the 

field of localization of waves, quantum magnetism 

and superconductivity. In recent times `manybody 

localization’ phenomenon is a very active field in 

quantum condensed matter. It is about localization 

or the non propagating character of multiparticle 

states in Hilbert space, when it faces disorder and 

or strong interactions.  In 1958 Anderson, inspired 

by some experiments identified this as an important 

problem and illustrated its complexity using a toy 

model in involving one particle Hilbert space. This 

toy model was partly responsible for his Nobel 

Prize. Anderson localization was revived in 1979, 

in a classic paper on scaling theory of localization 

by Abrahams, Anderson, Licciardello and 

Ramakrishnan. The evival of study of one particle 

and manybody localization phenomena continues 

to generate remarkable experimental and 

theoretical developments, including throwing light 

on issues of future quantum computers. 

 

Anderson’s decades of work on strongly correlated 

electron systems and quantum magnetism resulted 

in the notion of quantum spin liquid (borrowing an 

early idea of Pauling’s resonating valence bond 

states and applying it to a totally new and 

experimentally motivated context) in 1973. This 
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foundational work, a culmination of Andersons 

unique insights into quantum matters  remained 

relatively unknown (exceptions are Patrick 

Fazekas, Sriram Shastry, Baskaran and few others). 

This work, Anderson’s own creation became handy 

in explaining a milestone discovery of high 

temperature superconductivity in cuprates by 

Bednorz and Muller, in 1986. Resonating valence 

bond (RVB) theory of high Tc superconductivity 

by Anderson changed the course of the field of 

superconductivity experimentally and 

theoretically.  It also changed the scientific career 

of many physicists. 

 

I happened to be there at Princeton and became a 

long-term partner of Anderson  on the RVB theory 

of high Tc superconductivity, from the beginning 

(to be precise early November 1986). RVB theory 

continues to influence the field even now. It has 

answered major and key questions about 

mechanism of superconductivity and high Tc 

superconductivity phenomenology. However, 

many normal state properties at optimal doping and 

metallurgical complications (to use Anderson’s 

words) in under doped regime remain challenging 

from many-body theory point of view. Generation 

of young physicists are actively involved in 

subfields that arose from RVB theory. Interestingly 

some of these developments are far removed from 

known and compelling condensed matter contexts 

and phenomenology. However, they are exposing 

unknown territories of the rich world of 

mathematics to condensed matter physicists.  

 

Anderson’s view of physics is nicely summarized 

in his influential article `More is different’ (1972). 

In this article he emphasized the role of emergence 

and hierarchical nature of science in general and 

physical sciences in particular. He emphasizes that 

what is at work in most of natural world and science 

is emergence . Hierarchy of new properties, 

surprises and complexities emerge at each energy, 

length, time or other relevant scales. This is how 

science gets created.  In this process the web of 

science and a grand unity also reveals itself – 

unexpected connections such as connection of 

Anderson’s mechanism of plasmon gap in 

superconductors to origin of mass of elementary 

particles emerge. Spin glass model becomes a 

model for some aspect of brain function via 

Hopfield’s neural network theory and so on. 

 

Recognizing key elements and  new notions in the 

hierarchy and understanding them are challenging 

in their own right. To make real progress it requires 

great intellectual efforts, new experimental 

methods and new mathematics and skills. To put it 

plainly, Anderson criticized naive attitude such as 

`what is important and basic is Dirac equation, rest 

is chemistry’.  In Anderson’s mind nature is 

inexhaustible and it will continue to surprise us and 

keep science and scientists busy if only we have a 

open mind and follow nature closely.  

 

It was 3rd July 2004, a day before Higgs particle 

discovery was to be announced officially by 

CERN. I was visiting Anderson at Princeton 

(Figure 1). Physics Department was jubilant 

because of the impending announcement of 

discovery of `Anderson-Higgs’ particle.  Anderson 

told me, `I am happy for Peter (Higgs)... Do I want 

one more Nobel ? No’. His mind instantly shifted 

to physics. He started asking, `is Higgs field a 

collective mode of some fermi sea, has CERN 

determined spin and quantum numbers of the Higgs 

particle …’. Physics kept Anderson happy till the 

very end. Anderson made others happy. 
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Figure 1. P.W. Anderson and the author at Princeton on 3rd July 2004, the day before CERN officially 
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