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Abstract

In this article, we would like to discuss the im-

plications of Stefan-Botzmann law in blackbody

radiation in an arbitrary spatial dimensions

d with power law dispersion relation. After

the classical derivation of Stefans law in an

arbitrary diemsion, we critically indicate the

role of dimensional analysis in determing the

unknown integration constant. Subsequently

the quantum derivation rightly points out the

diversity associated with the law in dealing the

mixed spectrum for computing density of states

and effective number of particles in a given

temperature.This approach clearly indicates the

distinction between massless (ultra-relativistic)

photons and massive (non-relativistic) particles.

As a part of the tutorial, few problems are

added with solutions to check the concepts.

Keywords: Black Body Radiation, Planck’s

law, Stefan-Boltzmann Law.

1.Introduction

The concept of black body radiation along
with Planck’s radiation, Stefan’s law and
Wiens displacement law forms an integral
part of the undergraduate and post-
graduate classes. These laws are important
in predicting the temperature of cosmic
background radiation, any thermal source
and the color of the star.

Before we start, it is necessary to
understand the meaning of black body
radiation [1, 2, 3, 4] as there are confusions
in several text books. For a historical look
into this law, the readers are referred to
documents [5, 6, 7]. The radiation law
has also been viewed from dimensional
analysis [8, 9, 10, 11, 12]. The most well used
Planck’s contant in quantum mechanics can
be determined from the experiments related
to black body radiation [13, 14, 15, 16].
In figure 1, we show some examples of
blackbody radiation. In modern physics,
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the physics at the Planck scale [17] and the
contrasting role of Plancks constant [18]
seem to be very exciting.

Figure 1: Examples of Blackbody Radi-
ation. (a) An Oven (b) Sun (c) Volcano
-real life Black Body and (d) Theoreti-
cal Physicists Black body. Source: http :
//tonic.physics.sunysb.edu/ dteaney/F12mystery

Most of the book starts with the per-
fectly black an idealized rather than the sim-
ple black body one. A black body is a
body in thermal equlibrium with the sur-
roundings and can absorb and emit elec-
tromagnetic radiation at all frequencies re-
gardless of angle of incidence with a charac-
teristic continuous emission spectra satisfy-
ing Planck’s radiation formula. An emitting
blackbody with shorter wavelengths have
higher intensity ra- diation (and greater en-
ergy flux) than the longer wavelength. A

perfectly black body is an idealized concept
which allows all incident radiation to pass
into it and internally absorbs all the incident
radiation. Therefore, for a perfectly black
body there is no reflection or transmission of
electromagnetic rediation. Therfore, the per-
fect black body is indeed a perfect absorber
for all incident radiation as well as for all
angles of incidence. In fact, the term black
body was intro- duced by Gustav Kirchhoff
in 1860. Because no light (visible electro-
magnetic radiations) is reflected or trans-
mitted, the object appears black when it is
cold. Therfore, the perfect black body is in-
deed a perfect absorber for all incident radi-
ation as well as for all angles of incidence.
A black body emits temperature dependent
spectrum of light.

An approximate realization of a black
body is thought of a system having a hole
in the wall of a large enclosure. In figure 2,
we depict the typical black body radiation
spectra as a function of wavelength.

At room temperature, black bodies emit
mostly infrared light, but as the tempera-
ture increases past a few hundred degree
centigrade, it is observed that they start to
emit visible wavelengths, from red, through
or- ange, yellow, and white before ending
up at blue. This change in color is indica-
tive of the fact that the frequency distribu-
tion of the emitted radiation changes with
temper- ature. This is due to Wiens displac-
ment law [19] states that an increase of tem-
perature in an object not only increases the
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total ra- diant output, but also shifts this en-
ergy out- put to shorter wavelengths, in in-
verse propor- tion to the absolute tempera-
ture.

Figure 2: Typical spectrum of blackbody radia-
tion as a function of wavelength. Source: https :
//en.wikipedia.org/wiki/Blackbody radiation

If one slowly and steadily increases the
temperature of a material body, it is ob-
served that the predominant color shifts
from dull red through bright yellow-orange
to bluish white heat. This change in color is
indicative of the fact that the frequency dis-
tribution of the emitted radiation changes
with temperature. The typical black body
radiation spectra as a function of frequency
is shown in figure 3 .

Since the thermal radiation spectrum
strongly depends on temperature, the tem-

Figure 3: Typical relationship between
the temperature of an object and the
spectrum of blackbody radiation it emits
as a function of frequency. Source:
https : //energyeducation.ca/encyclopedia

perature of a hot body through the emitted
radiation can be estimated from this. Thus,
it seems that a blackbody can capture an
essential aspect of the radiation from a real
body like the visible glow from a lump of
iron at 1000◦ C, to the Sun at 6000◦ C or even
the invisible infrared faint glow of a human
body at 37◦ C. As a consequence, the solar
radiation is concentrated in the ultra-violet
(UV), visible and near infrared regions of
the spectrum, while radiation emitted by
planets and their atmospheres is largely
confined to the infrared regime. We can
distinguish between solar and terrestrial
radiation, using Planck’s Law and Wien’s
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Law. Since, the surface temperature of Sun
is higher than that of Earth, the radiation
spectra of Sun is peaked at shorter wave-
length (higher energy) regime while that of
Earth at longer wavelength (lower energy).
In figure 4, we compare the blackbody
radiation spectrum of the Sun and Earth
in the same graph. It is to be noted that
at normal Earth temperatures, the thermal
emission is in infrared regime. An order of
magnitude of hc

kB
can be estimated from the

visible solar spectrum radiation. using the
blackbody spectrum [20].

This automatically brings about the
notion about a white body. Accordingly, a
white body is one having a rough surface
reflecting all incident rays completely and
uniformly in all directions. In this situation
one should remember that the radiation
from light emitting from LASER does not
satisfy the features of black body radiation.

Thus, the definition clearly establishes
the fact that it is indeed a phenomenon from
equilibrium statistical mechanics. The spec-
trum of such a body depends only on the
temperature rather than the shape or com-
position of a body. Stefan Boltzmanns law
[21, 22] is connected with the radiation of a
black body need not be perfectly one. The
total radiant energy (E) per second per unit
area of the surface of a black body is directly
proportional to the fourth power of its abso-
lute temperature. Mathematically speaking,

Figure 4: Blackbody radiation Sun and
Earth as a function of wavelength. Source: http :
//www.planet f orli f e.com/greenexplainSpectra.

E = σT4, σ =
2π5k4

B
15c2h3 (1)

σ is a constant better known as Ste-
fan’s constant [23] equal to 5.67 × 108 W
m2 K4. The numerical dimensionless factors
appearing in the above equation however

vary (such as π4k4
B

60c2h3 power raiated by surface
element of black body) depending on the
various ways of definitions, however, the
dependences on two fundamental constants
(kB and h̄) remain intact. If a surface emits
radiation with a known flux density, then
the above equation can be used to solve for
its equivalent blackbody temperature, that
is, the temperature a blackbody would need
to have in order to emit the same flux den-
sity of radiation. In the most simplified case,
if the surface emits as a blackbody, its ac-
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tual temperature and its equivalent black-
body temperature will be the same.

The fact that it is proportional to T4 is
purely classical. This law has been veri-
fied extensively via incandescant light bulb
in laboratory [24, 25, 26, 27, 28, 29, 30, 31,
32]. However, the value of the proportion-
ality constant σ requires quantum mechan-
ics. This power law dependence can be un-
derstood physically from the relevant active
modes. The “active” modes in a system are
those modes where the energy required for
exciting those modes at a given tempera-
ture T is less than kBT by the equaiparti-
tion theorem. If the energy is more than,
the energy stored in those modes is sup-
pressed according to Boltzmann distribu-
tion. Thus, in these active modes, there
is roughly kBT amount of energy. Besides,
these modes characterized by momenta stay
inside a sphere of radius proprtional to kBT.
Now, since, the volume of this sphere is
proprtional to T3, we obtain the total en-
ergy of these modes as T4 . Generalizing
to an arbitrary spatical dimension d, we get
Td+1 . This intutitive argument leads to the
fact that the low temperature specific heat of
solid (lattice part) according to Debye model
as Td.One should also note that there is no
physical infinite specific heat for an equilib-
rium radiation [33]. In such a situation it is
the pressure which is solely function of tem-
perature T and the derivative

(
∂P
∂T

)
(P be-

ing the pressure) only meaningful quantity.
Thus to summarize, we indicate below the
main charcteristic features of back body ra-

diation.

• Radiation emitted by a blackbody is
isotropic,homogeneous and unpolar-
ized.

• Blackbody radiation at a given wave-
length depends only on temperature.

• Any two blackbodies at the same tem-
perature emit precisely the same radia-
tion.

• Finally, a blackbody emits more radia-
tion than any other type of an object at
the same temperature.

• It is the Planck function which gives
the intensity (or radiance) emitted by a
blackbody having a given temperature.

• Blackbody radiant intensity increases
with temperature.

• Lastly but not the least, the wavelength
of maximum intensity decreases with
in- creasing temperature.

In fact, Planck function relates the emit- ted
monochromatic intensity to the frequency
and the temperature of the emitting sub-
stance.

2. Review of ”classical” derivation

of SB law

We start with the basic thermodynamic rela-
tions by assuming the internal energy U as a
state function of volume V and temperature
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T. Using first and second law of thermody-
namics, we can write

dU = dQ− PdV = TdS− PdV (2)

Again by assuming, the entropy S as a
state function of V and T, we can write

dS =
( ∂S

∂T

)
V

dT +
( ∂S

∂V

)
T

dV

dS =
( ∂S

∂T

)
V

dT +
( ∂S

∂V

)
T

dV

=
cVdT

T
+
( ∂S

∂T

)
V

dV (3)

The second term in the second line fol-
lows from Maxwells relation. Substituting
this equation (3) for entropy in the equation
(2), it is easy to see that

dU = cVdT +
[

T
(∂P

∂T

)
V
− P

]
dV (4)

From the above equation (4), it follows
immediately that,

(∂U
∂V

)
T
=
[

T
(∂P

∂T

)
V
− P

]
(5)

For an ideal gas (PV = RT ) whether
it is non-relativistic or ultra-relatibistic,(

∂U
∂V

)
T
= 0. Physically speaking, a change

in volume of the container of the gas
particles eventually changes the average
distance between the particles. As a result,
the average potential energy changes which
depends on the distance via the volume of

the container. the average potential energy
is either constant or zero (independent of
distance). Thus, the internal energy of an
ideal gas is independent of volume. Thus,

a non-zero value of
(

∂U
∂V

)
T

can be regarded

as the hallmark of interaction between the
particles.

For a hypothetical dispersion relation of
photons as ω ∼ ks in an arbitrary spatial di-
mension d, it is easy to understand that the
internal energy U ∼ 1

Vs/d . As a result, the ra-
diation pressure can be written as P = s

d
U
V .

For ideal gas using PV = NkBT , we find

U =
d
s

NKBT (6)

Now, with the help of equation (5) and
defining the energy density u = U

V , we get

d
s

P =
s
d

T
∂u
∂T
− s

d
u

du
u

=
d + s

s
dT
T

u = KdT
d+s

s (7)

The (integration) constant Kd cannot be
evaluated through this classical way of de-
riving the above generalized Stefans law
(d = 3, s = 1, u ∝ T4) but its dependence on
the fundamental physical constants can be
understood from simple dimensional anal-
ysis [34]. It is instructive to notice that for
a massive bosons with quadratic dispersion
(s = 2), u ∝ T5/2 in agreement with kinetic
theory because p = 2

3u. Without using equa-
tion (5) it is possible to derive Stefans law
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from thermodynamics as follows. From con-
servation of energy (first law +second law)
we can write

TdS = d(uV) + PdV

= V
(∂U

∂T

)
dT +

(
d + s

d

)
udV

(8)

In passing, we note that the derivatives
of the entropy function are:

( ∂S
∂T

)
V
=

V
T

du
dT

( ∂S
∂V

)
T
=

d + s
d

u
T

(9)
Again, entropy being a state function of

volume V and temperature T and exact dif-
ferential, hence, it is path-independent and
satifies the relation

( ∂2S
∂V∂T

)
=
( ∂2S

∂T∂V

)
(10)

As a consequence, we obtain the final
equation as

1
T

du
dT

=

(
d + s

d

)(
T

du
dT
− u

) 1
T2 (11)

which after integration yields the equa-
tion (7). In fact, this is the way Boltzmann
derived T4 law from pure thermodynamics.
The constant Kd can be obtained from di-
mensional analysis by assuming the energy
density depends on three fundamental con-
stants Boltzmann constant kB, Planck’s con-
stant h̄ and the speed of light c. Therefore,
we can write for s = 1 (linear dispersion for
massless photons)

ML2T−2

Ld = cx h̄y(kBT)z (12)

Equating the powers of M, L and T, we
obtain the energy density u as

u(T, d) ∝
1

(h̄c)d (kBT)1+d (13)

Instead of energy density, if one looks
into the process of radiation then it is re-
vealed that the intensity of radiation I(d,
T) (power falling per unit area) depends
essentially on three fundamental physical
constants namely Boltzmann constant kB,
Planck’s constant h̄ and the speed of light
c. Therefore, from dimensional analysis it is
clear that

ML2T−3

Ld−1 = cx h̄y(kBT)z (14)

Therefore, equating the powers of M, L
and T, we get x = 1 − d, y = −d and
z = 1 + d. The scaling form (without the di-
mensionless constant) of Stefan’s law from
the consideration of intensity in an arbitrary
spatial dimension is given by

I(d, T) =
kd+1

B

h̄dcd−1
Td+1 (15)

The interesting point is that we can re-
late Stefan’s constant (without the dimen-
sionless numbers) from simple dimensional
analysis in an arbitrary spatial dimension d
as

σ(d) =
kd+1

B

h̄dcd−1
(16)

It is interesting to point out that for
d = 1 and ω = ck, the energy density u ≈
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(kBT)2

h̄c is reminiscent of characteristic feature
of quantum system in one dimension such
as free fermions at finite density, Luttinger
liquid, quantum Hall edge states and many
critical quantum spin chains. A formal di-
mensional analysis important for finite mass
system can be obtained as follows; the en-
ergy density instead of the speed of light de-
pends on the mass of the particles. There-
fore, the equation (14) reduces for s = 2 in
such a situation

ML2T−2

Ld = mx h̄y(kBT)z (17)

Equating the powers of M, L and T, we
obtain the energy density u as

u(m, T, d) ∝
m

d
2

h̄d (kBT)(1+
d
2 ) (18)

In particular for d = 3, the above equa-
tion (18) reduces for massive particles [35]
as

u(m, T) ∝
m

3
2

h̄3 (kBT)5/2 (19)

and is the typical energy density for
Bose-Einstein condensation or the 3d fer-
rmagnetic magnon energy density, From
both the situations, one obtains the low tem-
perature specific heat proportional to T3/2.
In the magnon case, this variation of spe-
cific heat is known as Bloch’s T3/2 law.
Now combining equations (13) and (18), we
can generalize Stefan-Boltzmann law [35]
for massive particles in dm dimensions and
massless photons in dc as

u(T) =
(mc2)

dm
2

(h̄c)dc+dm
(kBT)1+dc+

dm
2 (20)

A compactification of the above for-
mula follows if one replaces d0 = dc + dm

and γ = dc +
dm
2

u(T) =
(mc2)d0−γ

(h̄c)d0
(kBT)1+γ (21)

The exact form (through incorporation
of some dimensionless constants) can be ob-
tained from the quantum derivation of this
law. Some other related thermodynamic
relations can be addressed from the above
generalized Stefan’s law. Using the second
law of thermodynamics, we get

TdS = Vdu + u
(

1 +
s
d

)
dV (22)

Using u = σ(d, s)T1+ d
s and integrating,

we find the entropy as

S = σ(d, s)V
(

1 +
s
d

)
T

d
s (23)

Again, for an adiabatic change (dQ =

0), the similar analysis yields(
1 +

s
d

)
udV + Vdu = 0

VT
d
s = constant (24)

In otherwords, for an enclosure of ra-
dius R in an arbitrary spatial dimension d,
we get

RT
1
s = K1 (25)
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with the fact that the constant K1 de-
pends on the spatial dimension d. Before
we end this section one comment is in or-
der. Within classical electromagnetic the-
ory. Boyer [36] has established that the pres-
ence of Lorentz invariant classical electro-
magnetic zero-point radiation can explain
the Planck blackbody spectrum.

3. Review of ”quantum” derivation

of SB law

The canonical partition function for phon-
tons in state k and polarization ε with dis-
persion ω ∼ ks ∼ V−

s
d is given by

Q = ∏
k,ε

1
1− e−βh̄ω

(26)

Assuming two directions of polariza-
tion, the internal energy can be computed as

U = −∂logQ
∂β

= ∑
k

h̄ω < nk > (27)

with < nk >= 2
eβh̄ω−1

. It is easy to visu-
alize the pressure P as

P =
1
β

∂logQ
∂V

=
s
d

U (28)

In the thermodynamic limit in an arbi-
trary spatial dimension d, we can write the
internal energy as

U =
2Vπ

d
2

(2π)dΓ( d
2 + 1))

∫ ∞

0

kd−1h̄cksdk
eβh̄cks−1 (29)

A simple scaling analysis yields U/V ∼
T1+ d

s and the energy density (generalized
Planck’s law) can be obtained [37] as

u(d, ω, T) =
2h̄πd/2

(2π)dΓ( d
2 + 1)cd/s

ωd/s

eβh̄ω − 1
(30)

A cross-check for Planck’s radiation law
is done with d = 3 and s = 1 as

u(ω, T) =
h̄

π2c3
ω3

eβh̄ω − 1
(31)

For a small finite zero rest mass, instead of
two directions of polarization, there will be
three directions and hence, the equation (31)
is modified accordingly

u(ω, T) =
3h̄

2π2c3
ω3

eβh̄ω − 1
(32)

However, it should be noted that in
both cases, the average energy density will
be proportional to fourth power of the abso-
lute temperature. Using ω = c

λ we get the
generalized Wien’s distribution from equa-
tion (30) as

u(d, λ, T) =
2h̄πd/2

(2π)dΓ( d
2 + 1)

c

λ2+ d
s

1
eβh̄ω − 1

(33)
with the scaling law as

u(d, λ, T) =
f (λT)

λ2+ d
s

(34)

As a further extension we can establish
the generalized Wien’s displacement law
[19, 38](λmaxT = gd(constant)) by solving
the transcendental equation
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x
2 + d

s

= 1− e−x

ex

(
1− x

2 + d
s

)
= 1 (35)

consistent with the form derived for an
arbitrary dimension in s = 1 case [39]. One
can also compute an equivalent Wien’s dis-
placement law from the average photon en-
ergy [7]. The average photon energy in an
arbitrary dimension d is defined as

Ē =

∫ ∞
0 u(d, ω, T)dω∫ ∞

0
u(d,ω,T)

h̄ω dω
(36)

A simple scaling relation indicates that
the denominator is proportional to T

d
s while

the numerator to T
d
s +1. As a result, the

average photon energy is proportional to
T. Based on this, we can associate a wave-
length satisfying the relation

λĒT = constant (37)

independent of both d and s. Using the
dimensionless variable x = hν

kBT = hc
λkBT , we

can rewrite the Planck’s radiation distribu-
tion as

u(x) = 2ckB

(
kB

h̄c

) d
s

T
d
s +1 x

d
s +1

exp(x)− 1
(38)

In the limiting case of d = 3 and s = 1,
it correctly reproduces the equation as sug-
gested by the authors of the ref [7]

u(x) =
2(kBT)4

h̄3c2

x4

exp(x)− 1
(39)

Thus, it is clear from the above discus-
sion that Stefan-Boltzmann law is not a clas-
sical but a quantum due to the appearance
of as Planck’s constant h̄ in the denominator
of the law. Moreover, it is also noticed that
the energy density diverges as h̄ approaches
zero.

4. Integrated Density of States

and number of particles

The density of states g(E) is defined as the
number of states lying within an energy in-
terval E and E + dE in a unit volume. For
a dispersion relation of the form E ∼ ks, it
is easy to verify that the density of states
g(E) ∼ E

d
s−1. The integrated density of

states counts the number of particles in a
given interval E0 as N(E0) =

∫ E0
0 dE g(E),

assuming that the g(E) = 0 at E = 0. In this
language, the average energy of the system
can be defined as

U(T) =
∫ kBT

0
E g(E)dE (40)

Inserting, the power law variation of
g(E) with E, we obtain U(T) ∼ T

d
s +1 con-

sistent with generalized Stefan-Boltzmann
law. In this scenario, the number of particles
N(T) at a given temperature can be written
as N(T) =

∫ kBT
0 g(E) dE ∼ (kBT)

d
s . More

explicitly, for linear dispersion E = h̄kc in
any arbitrary dimension d, it can be easily
visualized that

g(E) ∼ Ed−1

(h̄c)d N(T) ∼ (kBT)d

(h̄c)d (41)

35/01/01 10 www.physedu.in



Physics Education January - March 2019

In particular for d = 2, the graphene
monolayer does indeed satisfy N(T) ∼(

kBT
h̄c

)2
with U(T) ∼ T3 giving rise to Cv ∼

T2. On the otherhand for quadratic disper-
sion such as E = h̄2k2

2m we find in an arbitrary
spatial dimension d

g(E) ∼ md/2

h̄d E
d
2−1 N(T) ∼ md/2

h̄d (kBT)
d
2

(42)
As a consequence, for d = 2 the

graphene bilayer satisfies N(T) ∼ m
h̄2 (kBT)

with U(T) ∼ T2 giving rise to linear varia-
tion of specific heat with temperature. This
kind of analysis also can be applied to some
hypothetical mixed/ hybrid system where
both linear as well as quadratic dispersion
relation appear in the following fashion [35]

E =

√( h̄2k2
x

2m

)2
+ h̄2k2

yc2 (43)

In a two-dimensional space, we get the
DOS g(Ex, Ey) and N(T) as

g(Ex, Ey) ∼
√

m
h̄2c

1√
Ex

N(T) ∼
√

m
h̄2c

(kBT)3/2 (44)

In Figure 5, we summarize the above re-
sults in a pictorial way.

6. Newton’s law of cooling

The law of cooling due to Newton states that
the rate of loss of heat by a body, due to radi-
ation, is directly proportional to the temper-
ature difference between the body and the

Figure 5: Dispersion spectra and Specific heat
of two dimensional systems. Reproduced from
reference [35].

surroundings under the assumption that the
temperature difference is rather small. It is
interesting to point out that Newton’s law
of cooling however does not take into the
consideration the fact that a body can cool
by both radiation and convection, it rather
takes only radiation (which is indeed a limi-
tation of this law). One can in fact justify this
law from Stfean-Boltzmann law in the fol-
lowing way. If T0 is the surrounding’s tem-
perature, then in terms of emissivity e and
area A, we can recast Stfan-Boltzmann law
as

− dQ
dt

= Aeσ
(

T
d
s +1 − T

d
s +1

0

)
(45)

Now assuming T = T0 + x where x be-
ing small temperature, we can rewrite as
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−dQ
dt

= AeσT
d
s +1

0

[(
1 +

x
T0

) d
s +1
− 1
]

= AeσT
d
s

0

(
1 +

d
s

)
(T − T0) (46)

If m and CV be the mass and specific
heat at constant volume of the material of
the black body, then the rate of charge of
temperature follows a simple differential
equation given by

−mCV
dθ

dt
= AeσT

d
s

0

(
1 +

d
s

)
(T − T0)

− dθ

dt
= Kd(T − T0) (47)

Thus, although Newton’s law of cool-
ing is valid for the instantaneous rate
of change of the temperature, however,
through the equation (47) we can get the
complete history of the temperature fall of
the body. Since Kd essentially depends on
the arbitrary dimension d, the rate of fall
of temperature will be different in different
spatial dimensions. The rate of fall will be
faster in three dimension compared to two
and one dimensional space.

7. Conclusions

To conclude, we have discussed the various
features of black body radiation emanated
by particles with a dispersion relation ω ∼
ks (s > 0) in an arbitrary spatial dimension d.
As a result, Stefan-Boltzmann’s law also de-
pends on both the spatial dimension d and
the power s of the dispersion law.

8. Set of Problems

1. The filament of a light bulb is cylindri-
cal with length l = 20mm and radius
r = 0.05mm. The filament is maintained
at a temperature T = 5000K by an elec-
tric current. The filament behaves ap-
proximately as a black body, emitting
radiation isotropically. At night, you
observe the light bulb from a distance
D = 10km with the pupil of your eye
fully dilated to a radius ρ = 3mm.

(a) What is the total power radiated
by the filament?

(b) How much radiation power enters
your eye?

(c) At what wavelength does the fila-
ment radiate the most power?

(d) How many radiated photons en-
ter your eye every second? Is
this signal detectable by a human
eye? You can assume that the av-
erage wavelength for the radiation
is λ = 600nm. [Ans. (a) 220
W (b) 4.95× 1012W (c) 580 nm (d)
1.5× 107photons/s; Yes]

2. Cosmic Microwave Background (CMB)
is a black body radiation whose tem-
perature is 2.725 ± 0.002 K. Using
Wien’s displacement law, compute the
peak wavelength and frequency of this
CMB. Which particular region of elec-
tromagnetic radiation does it belong to?
Hence, sketch a typical radiation spec-
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tra. [Ans.(a) 1.063× 103m, 283 GHz, Ra-
dio wave]

3. Stephen Hawking showed that entropy
of the non-rotatong uncharged black
hole as

S = kBc3 A
4Gh̄

where A is the area of the blackhole
given as 4πR2

S with RS = 2GM
c2 .

(a) Argue that the above formula is di-
mensionally correct.

(b) Compute the temperature (θH) of
the black hole.

(c) If the black holes radiate according
to Stefan-Boltzmann law, then
they will lose mass. Assuming the
rate of change of mass is given by

c2 dM
dt = −AσT4 .

Find the variation in the mass of
blackhole as a function of time.
Now, assuming the initial mass
M(0) = 2× 1011Kg, show that the
black hole evaporates in a time of
t = 7× 1011 second, which is noth-
ing but the age of the universe.

(d) If this black hole is exposed to
CMB radiation with a temperature
θB, then the black holes will gain
energy through CMB but lose en-
ergy through Hawking radiation.
In such a situation, find the mass
(m0) in terms of θB and other fun-
damental constants at which the

energy exchanges reach equilib-
rium. Is this equilibrium stable?
Explain.[Ans. (i) h̄c3

8πGkB M . See [9]
for more exotic problems on black
holes based on dimensional analy-
sis.]

4. An unknown magnetic sample shows a
straight line graph with non-zero inter-
cept when C

T3/2 is plotted against T3/2,
where C is the specific heat at low tem-
perature. Is it possible to identify the
nature of the magnetic sample? How
will the specific heat change when the
dimensionality of the system changes to
two? [Ans; Ferromagnetic Insulator in
three dimensions. C2d = AT + BT2.]
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Abstract

We show that in the case of a uniformly

accelerated charge, in its instantaneous rest

frame, there is only a radial electric field as the

acceleration fields strangely get cancelled at all

distances by a transverse term of the velocity

fields. Consequently, no electromagnetic radi-

ation will be detected by any observer from a

uniformly accelerated charge, even in the far-off

zone. This is in contradiction with Larmor’s

formula, according to which a uniformly acceler-

ated charge would radiate power at a constant

rate, which is proportional to the square of the

acceleration. On the other hand, the absence of

radiation from such a charge is in concurrence

with the strong principle of equivalence, where

a uniformly accelerated charge is equivalent

to a charge permanently stationary in a

gravitational field, and such a completely time-

static system could not be radiating power at all.

1 Introduction

According to Larmor’s formula, an acceler-
ated charge radiates electromagnetic power
at a rate proportional to the square of its ac-
celeration [1, 2, 3, 4]

P =
2e2v̇2

3c3 . (1)

However, the net rate of momentum loss to
radiation by such a charge is nil

ṗ = 0 , (2)

because of the azimuthal symmetry (∝
sin2 φ) of the radiation pattern, at least in
the case of a non-relativistic motion [2, 3, 4],
and consequently the formula leads to a vi-
olation of the energy-momentum conserva-
tion law [5]. Moreover, from the strong prin-
ciple of equivalence, a uniformly acceler-
ated charge is equivalent to a charge perma-
nently stationary in a gravitational field [6]
and in such a completely time-static system,
there cannot be radiation of power at any in-
stant, let alone a continuous radiation for an
indefinite time interval.
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From a careful scrutiny of the electro-
magnetic fields of a uniformly accelerated
charge, we shall show that there is no elec-
tromagnetic radiation anywhere, not even
in the far-off regions. As we will explic-
itly demonstrate, this happens because the
acceleration fields get cancelled neatly by
a transverse component of velocity fields,
at all distances. As a result, there is no
Poynting flux with a term proportional to
the square of acceleration, usually called the
radiated power, implying thereby that no
electromagnetic radiation takes place from a
uniformly accelerated charge.

2 Electromagnetic fields of a

uniformly accelerated charge –

no evidence of radiation

anywhere

A uniformly accelerated motion usually im-
plies a motion with a constant proper accel-
eration, say, g. We may assume it to be a
one-dimensional motion, as we can always
transform to another inertial frame so as to
make the component of the velocity vector
in a direction perpendicular to the accelera-
tion vector zero.

We shall now explicitly demonstrate
that in the instantaneous rest frame of a
charge with a constant proper acceleration,
there is a complete cancellation of accelera-
tion fields by a transverse term in the time-
retarded velocity fields at all distances.

Electromagnetic fields of a charge e,
moving in one dimension with a proper ac-

celeration g (= γ3v̇), can be written for any
given time t as [2, 3, 4, 7]

E =

[
e(n− v/c)

γ2r2(1− n · v/c)3

+
e n× (n× g)

γ3rc2 (1− n · v/c)3

]
t′

B = n× E , (3)

where the subscript t’ indicates that quanti-
ties within the square bracket are to be eval-
uated at the corresponding retarded time
t′ = t− r/c.

Now, for a one-dimensional motion
with a constant proper acceleration g, the
velocity v at the retarded time t − r/c is
obtained from its present value vo at time t
(with γ, γ0 being the corresponding Lorentz
factors) as

γv = γ0v0 − gr/c . (4)

Therefore, in the instantaneous rest-frame
(v0 = 0), the proper acceleration and the
retarded value of the velocity are related by
γv = −gr/c. Basically this happens because
for larger r, we need to go further back in
time to get the time-retarded value of veloc-
ity, which, in the case of a uniform accelera-
tion, is directly proportional to the time in-
terval r/c. Substituting for g in Eq. (3), and
after a rearrangement of terms, we get the
electric field in the instantaneous rest-frame
as

E =

[
e(n− v/c− n× {n× v/c})

γ2r2(1− n · v/c)3

]
t′

. (5)

Using the vector identity n× (n× v) =
n(n.v) − v, we get the expression for the
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electric field in the instantaneous rest-frame
of a uniformly accelerated charge as

E =

[
en

γ2r2(1− n · v/c)2

]
t′

, (6)

where there is only a radial electric field
with respect to the charge position at the
retarded time, with the transverse acceler-
ation fields in Eq. (3) having got cancelled
by transverse component of velocity fields,
for all r. There is thus neither any magnetic
field nor Poynting flux anywhere and there-
fore no observer would detect any radiation
at whatever distance, in the instantaneous
rest frame.

This in turn is in agreement with the
strong principle of equivalence where a
charge permanently stationary in a gravita-
tional field, and thereby with no whatsoever
temporal variations, and which is equiva-
lent to a charge having a constant proper ac-
celeration [6], cannot be continually radiat-
ing [8, 9].

At any other time, when vo 6= 0, in ad-
dition to the radial term in Eq. (6), we also
have a transverse term for the electric field

E =

[
en

γ2r2(1− n · v/c)2

+
en× {n× γ0v0/c}
γ3r2(1− n · v/c)3

]
t′

. (7)

Now the transverse terms, proportional to
the present velocity γ0v0, fall rapidly with
distance (∝ 1/r2); the Doppler beaming fac-
tor δ3 = 1/γ3(1 − n · v/c)3 merely redis-
tributing the field strength in solid angle
without affecting the net Poynting flux at
any r. From Poynting vector, S = c(E ×

B)/4π, Eq. (7) yields for the Poynting flux
through a spherical surface, Σ of radius r [9]

S =
∫

Σ
dΣ (n · S) = 2e2

3cr2 (γ0v0)
2. (8)

We see that the Poynting flux falls rapidly
with distance (S → 0 as r → ∞). Here we
find no term independent of r and propor-
tional to v̇2, that is usually defined as the
radiated power, implying thereby, no radi-
ation from a uniformly accelerated charge.

To fully comprehend its physical impli-
cations, we replace the uniformly acceler-
ated charge at its position at the retarded
time t′, by a charge moving with a uniform
velocity v0 (equal to the “present velocity”
of the accelerated charge). The electric field
for such a charge can be written as

E =

[
e(n− v0/c)

γ2
0r2(1− n · v0/c)3

]
t′

=

[
en

γ2
0r2(1− n · v0/c)2

+
en× {n× γ0v0/c}
γ3

0r2(1− n · v0/c)3

]
t′

, (9)

where we have used the vector identity v0 =

n(n.v0)− n× (n× v0).
Now, in this case too we get the same

Poynting flux (Eqs.(8)) through a spherical
surface around the retarded position of the
charge. This is true for any r. As for a
charge moving with a uniform velocity, a fi-
nite Poynting flux certainly does not imply
power being radiated away from the charge,
it is merely due to the movement of the
charge along with its self-fields, with a ve-
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locity v0 with respect to the retarded posi-
tion upon which the spherical surface is cen-
tred. Same is the case of a uniformly acceler-
ated charge which has a “present” velocity
v0 with respect to its retarded position and
therefore it does not represent any power
being radiated away from the charge.

3 What is amiss in Larmor’s

radiation formula?

A pertinent question that could arise here
is: If a uniformly accelerated charge does
not radiate, which contradicts Larmor’s for-
mula, does it mean that Larmor’s formula is
invalid? How could this issue be resolved?

Actually, in the text-book derivation of
Larmor’s formula (Eqs.(1)), Poynting’s the-
orem is improperly applied to equate the ra-
diated power at time t to the rate of loss of
the mechanical energy (Eme) of the charge at
a retarded time t′ = t− r/c[

dEme

dt

]
t′
= −

(∫
Σ

dΣ (n · S)
)

t
. (10)

However, in Poynting’s theorem all quanti-
ties are supposed to be calculated for the
same instant of time [2, 3, 4], say, t and one
cannot directly calculate the rate of loss of
the mechanical energy (Eme) of the charge
at a retarded time t′ = t− r/c from the radi-
ated power at time t.

That Eq. (10) could lead to wrong con-
clusions can be seen by applying it to the
case of an accelerated charge that is instantly
stationary at t′. The charge has no veloc-
ity at that instant and hence no kinetic en-

ergy, therefore the left hand side can only
be zero, while the right hand side yields a
finite result for the Poynting flux (propor-
tional to square of the acceleration of the
charge, with no dependence on velocity).
Therefore the derivation of Larmor’s for-
mula (Eqs.(1)) employing Eqs.(10) may not
be a legitimate one and it is this oversight
which could mostly be responsible for the
confusion in this century-old problem.

It is important to note that in the case
of a periodic motion of period T, there is no
difference in the radiated power integrated
or averaged between t to t + T and t′ to
t′ + T, therefore Eq.(10), and thereby Lar-
mor’s formula, does yield a correct average
power loss by the charge for a periodic case.
Further, for a periodic motion, e.g., a har-
monically oscillating charge in a radio an-
tenna, it is easily verified that < v̇2 >=<

−v̈ · v > [10], therefore Larmor’s formula
(Eqs.(1) yields the same time-averaged ra-
diative power as from the formula derived
from the famous Abraham-Lorentz radia-
tion reaction formula [11, 12, 13, 14, 15],
where one gets instantaneous power loss of
the charge (in a non-relativistic motion) as
[10]

P = −2e2

3c3 v̈ · v . (11)

However, in a non-periodic motion, as in
the case of a uniform acceleration, Larmor’s
formula does lead to wrong conclusions.
Once this fact is realized, much of the doubt
or confusion in this long-drawn-out contro-
versy disappears.
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4 Electromagnetic fields in terms

of the “real-time” motion of

the charge

It is possible to solve the expression for elec-
tromagnetic fields of a uniform accelerated
charge, not necessarily in terms of motion of
the charge at retarded time as in Eqs. (7), in-
stead wholly in terms of the “real-time” mo-
tion of the charge [16]. Now, without any
loss of generality, we can choose the origin
of the coordinate system so that α = c2/g,
then the position and velocity of the charge
at a time t are given by zc = (α2 + c2t2)1/2

and v = c2t/zc. Due to the cylindrical sym-
metry of the system, it is convenient to em-
ploy cylindrical coordinates (ρ, φ, z). The
electromagnetic fields at time t can then be
written as [17]

Eρ = 8eα2ρz/ξ3

Ez = −4eα2(z2
c − z2 + ρ2)/ξ3

Bφ = 8eα2ρct/ξ3 , (12)

where ξ = [(z2
c − z2 − ρ2)2 + 4α2ρ2]1/2. The

remaining field components are zero. Our
discussion pertains to the region z + ct > 0
because fields only within this region could
have any causal relation with the retarded
positions of the charge [17].

The charge happens to be at the same
location at times t and −t, i.e., zc(t) =

zc(−t). Then from Eq. (12) it can be seen
that the electric field E (with components
Eρ, Ez) is an even function of time, i.e., at any
given location (ρ, φ, z), E(t) = E(−t). On
the other hand, the magnetic field B (with a

component Bφ) is an odd function of time,
i.e., B(t) = −B(−t), with B = 0 at t = 0.
Thus there is no Poynting vector, (∝ E× B),
seen anywhere at t = 0. Further, at any
given location, the Poynting vector at time
t is equal and opposite to its value at −t.

Now at t = 0, any radiation emitted in
past at any time (say, t = −t1 < 0) should be
visible as a Poynting flux passing through a
spherical surface of radius r1 = ct1 around
the corresponding retarded position of the
charge. But the fact that the Poynting vec-
tor is seen nowhere at t = 0, implies absence
of any radiation emanating from charge at
all t = −t1 < 0. Moreover, corresponding
to any event on the charge trajectory even at
t > 0, we can always find an inertial frame
which is the instantaneous rest frame of the
charge, and in that frame we can thus con-
clude that no radiation has taken place from
the charge at any past event which is in con-
formity with the assertion that no radiation
ever takes place from a uniformly acceler-
ated charge. Incidentally, Pauli [18], exploit-
ing Born’s solutions [16], drew attention to
the fact that in the instantaneous rest-frame
of a uniformly accelerated charge, B = 0
throughout, and from that he inferred that
there might be no radiation for such a mo-
tion.

It has been said in literature that the ra-
diation emitted by a uniformly accelerated
(or decelerated) charge goes into regions of
space-time inaccessible to a co-accelerating
observer [19]. For instance, there are discon-
tinuous δ-fields present in the z = 0 plane
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at time t = 0, and it is the conjecture that
all the radiation emitted by the charge dur-
ing its uniform acceleration until t = 0 has
gone into these δ-fields [20]. However, these
δ-fields could have no causal relation with
the charge during this period, instead the δ-
fields have causal relation with the charge
at time t = −∞ and actually represent the
original velocity fields of the charge prior to
the onset of acceleration at that time [9]. The
energy in the δ-fields could, at most, be rep-
resenting the energy loss by the charge due
to a rate of change of acceleration (Eq. (11)),
when the acceleration rose from initial zero
value to attain a final constant value, g, at
t = −∞. It has been explicitly demonstrated
[9] that there is no Poynting flow across the
z = 0 plane at t > 0 and that the field en-
ergy in regions of space-time inaccessible to
a co-accelerating observer actually appears
at the cost of a steady reduction of energy in
δ-fields.

Now, let Σ be a fixed finite spherical sur-
face surrounding the charge at t1. The same
surface Σ surrounds the charge at −t1 as
well, because zc(t1) = zc(−t1). The Poynt-
ing vector at any point on the surface Σ at
time t1 is exactly equal but opposite to its
value at time −t1. Therefore Poynting flux
through Σ

S =
∫

Σ
dΣ (n · S) (13)

at time t1 is equal and opposite to that at
−t1. Thus while there may be an outflow of
Poynting flux through surface Σ at time t1,
but there is an equal inflow of Poynting flux

through surface Σ at time−t1. This assertion
is true for any spherical surface of any ra-
dius around the charge, and is therefore not
consistent with there being always an out-
flow of radiation from a surface surround-
ing an accelerated (or for that matter even
a decelerated) charge, as given by standard
radiation formulas.

The electromagnetic field energy in a
volume V is given by the volume integral

1
8π

∫
V

dV (E2 + B2) . (14)

The field energy density, (E2 + B2)/8π, be-
ing equal at times t1 and −t1, its volume in-
tegral over any chosen V , even in some far-off
zone, is also equal at times t1 and −t1. Ac-
tually, from detailed calculations it has been
shown [9] that the total electromagnetic field
energy in the case of a uniformly accelerated
charge, including the contribution of the ac-
celeration fields as well, at any instant is
very much the same as that of a charge mov-
ing uniformly with a velocity equal to the
instantaneous “present” velocity of the ac-
celerated charge. Thus as the charge veloc-
ity increases (during the acceleration phase),
its net field energy would increase accord-
ingly and the outflow of Poynting flux rep-
resents the increasing field energy. On the
other hand, as the charge slows down (dur-
ing the deceleration phase), its net field en-
ergy accordingly decreases and the inflow of
Poynting flux represents the decreasing field
energy in the space throughout.

This deduction is reinforced by the fact
that the field energy of the charge is the
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same at t1 and −t1 since the charge at those
two instants is moving with equal speeds
(even if in opposite directions). However,
there is no trace of any additional energy in
electromagnetic fields corresponding to the
energy radiated in the intervening period.

One can also compute the electromag-
netic field momentum contained within a
volume V from

1
4πc

∫
V

dV (E× B). (15)

Since B = 0 at t = 0 (Eq. (12)), there is
no momentum in the electromagnetic fields
anywhere, in the instantaneous rest frame.

Further, for t 6= 0, from Eq. (15) in
conjunction with Eq. (12), the electromag-
netic field momentum within any chosen V ,
even in some far-off zone, is not only equal
but in opposite directions at times t1 and
−t1. Now, this fits the expectation that
since the charge occupies the same loca-
tion but has equal and opposite velocities
at t1 and −t1, any given volume element
should contribute to the self-fields equal and
opposite field momentum, proportional to
the “present” velocity, at t1 or −t1. From
the cylindrical symmetry of electromagnetic
fields (Eq. (12)), it is easily seen that the
net electromagnetic field momentum, inte-
grated over all space, is directly propor-
tional to the instantaneous velocity v of the
charge. However, there is no trace of any
additional momentum being carried away
by radiation fields which would even oth-
erwise have different angular distributions,
due to Doppler beaming along opposite di-
rections of velocities, at t1 and −t1.

5 Conclusions

We showed that contrary to the predictions
of Larmor’s/Liénard’s radiation formula,
no observer anywhere would detect any ra-
diation from a uniformly accelerated charge,
in agreement with the absence of electro-
magnetic radiation from such an accelerated
charge. This conclusion is also in accordance
with the strong principle of equivalence.
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Abstract

We present various aspects involved in per-
forming alpha spectroscopy experiments us-
ing non-enriched ThNO3 salt. The experi-
mental design is improved in a cyclic fash-
ion to bring forth the importance of thin
film preparation of the radioactive source,
and creating vacuum in reducing the en-
ergy losses due to self-absorption and air
scattering respectively. Thin film prepara-
tion using electrolysis of ThNO3 aqueous so-
lution has been optimized for current and
time to selectively deposit 212Bi. The ob-
tained spectrum had large peaks at 6093
keV and 8753 keV with resolutions of 2.10%
and 2.90% and relative percentage errors of
0.59% and 0.35% respectively. These peaks
had intensity ratios of 33.2% : 66.8% match-
ing with existing values in Nuclear Data
Tables. Then the concentration (ratio of
ThNO3:water) has been increased to obtain

reasonably large counts within 4 hours so
that data can be utilised to obtain half life of
212Bi. The best obtained half life of Bismuth
from the counts saved after every 20 min-
utes has been determined to be 62.77± 0.79
minutes which is close to the expected value
of 60.55± 0.30 minutes.

1 Introduction

UGC guidelines [1] 2015 for B.Sc. Hons
in Physics has included a course on Radia-
tion Safety, with 30 lectures, and insists on
a set of experiments to be performed using
GM counters for radiation detection, Spark
counter for alpha detection and Gas Light
mantle (source of Thorium) for obtaining
gamma spectrum. While this course is one
of the skill enhancement courses, the disci-
pline specific elective paper on Nuclear and
Particle Physics is loaded with 5 credits and
only a Tutorial of 1 credit with no lab work.
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There are two major difficulties for propos-
ing a nuclear physics lab at both the UG and
PG level: The high cost involved in procur-
ing nuclear instrumentation, and the need
for radiation safety.
Realising the need for dissemination of
knowledge in experimental nuclear physics
and the need to create awareness regard-
ing radiation at the UG/PG level in various
colleges, Dr.Ajith has taken initiative under
the outreach programme of Inter Univer-
sity Accelerator Centre (IUAC), and along
with Er. Satyanarayana, developed an al-
pha spectrometer [2] with associated soft-
ware in python, all of which are made as
open source.
CSpark Research (India) has adopted their
basic hardware design comprising of a pre-
amplifier and shaping amplifier and re-
designed it with enhanced detector and vac-
uum solution along with a 1K MCA and
a user friendly featured software CN-Spec
and made it available in the market at very
low cost of less than Rs.50,000/-.
Our PER group at Central University of Hi-
machal Pradesh is working on developing
a Nuclear Physics lab based on good prac-
tices found through research such as (a) es-
tablishing learning goals (b) designing activ-
ities, simulations and experiments and ac-
cordingly revise the curriculum to achieve
the desired learning goals and finally (c) cre-
ate appropriate rubrics to provide precise
assessment.
To realise these objectives, we need to ad-
dress the disadvantages pertaining to cost

and safety. In this paper, we are focus-
ing on using CSpark Research’s low cost
alpha spectrometer (’AlphaSpec-1K’) [3]
to perform experiments with non-enriched
Th(NO3) salt which is available from sup-
pliers of chemicals at a reasonable cost of
about Rs.5000/- for 100gm.
In the presentation of this paper, we have
chosen to follow closely the advanced lab
learning goals suggested by University of
Colorado, Boulder in [4]. The goals are clas-
sified into the following four categories:

1. Modeling (Physical system, measure-
ment apparatus, predicting outcomes
and using statistical analysis for com-
parison)

2. Design (Apparatus, experiments, and
troubleshooting )

3. Communication (Argumentation/
thorough analysis and discussion, oral
and poster presentation, writing papers
etc)

4. Technical lab skills (Basic test and mea-
surement, computer interfacing, com-
puter aided analysis)

The actual listing is available at [4].
In this paper, we shall be focussing on in-
corporating learning goals about modelling
lab experiments based on the experiment
involving alpha spectrum of 212Bi. We shall
restrict our scope to suit the learners at the
UG level.
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2 Modeling

In this experiment, designing lab specific
learning goals based on modeling frame-
work involves

1. understanding the source, its prepara-
tion and characteristics

2. interaction medium, which consists cre-
ating a vacuum within the source-
detector housing assembly using a ro-
tary vacuum pump

3. measurement process, which has the
detection electronics hardware fol-
lowed by the data acquisition software
along with its various features

2.1 Modeling the Source

The source is a non-enriched radioac-
tive sample composed of thorium nitrate
(Th(NO3).5H2O) in powder form which has
232Th and its various daughter products
available via alpha and beta emission. Es-
pecially, we are focussing on studying:

1. The α spectrum of 212Bi, one of the fi-
nal daughters in the series, which re-
sults from the process of preparation
of thin film source required for reduc-
ing the alpha energy losses due to self-
absorption.

2. The half-life of 212Bi

The learners’ goals are to (i) model the
radioactive decay of alpha theoretically and
(ii) obtain the quantitative predictions of

observable phenomenon, in this case, the
alpha energies that are emitted by 212Bi and
its half-life.
Typically, modeling the alpha decay should
have been done using Gamow’s the-
ory as presented in various books [ [6]-
[10]]and notes [[11]-[14]. Here, the focus
being 212Bi, which is an odd-odd nuclei,
undergoing both α and β decays with
significant branching ratios, it is difficult
for existing theoretical models as well as
phenomenological models such as those
using Viola-Seaborg formula [13] to predict
its half-life accurately. So, for the sake of
making predictions, we resort to already
existing experimental data as a basis.
The expected alpha energies of the ra-
dioactive decay chain of Thorium-232 are
obtained from ENSDF website [12]. These
are compiled in Table.1 and labelled from
A-G. An alpha-energy is considered only if
it has an intensity of atleast 1% or above.
Now, looking specifically at 212Bi, we ob-
serve that it has an α-branch with 35.94%
and a β-branch with 64.06%. Interestingly,
this is the only nuclei among all those
appearing in the four naturally occuring
radioactive series to be having such a signif-
icant branching ratio. Its α-decay proceeds
majorly to two closely lying levels in the
daughter nucleus 208Tl, with 69.91% and
27.12% towards 6050.78 keV and 6098.88
keV α-energies respectively. If the spectrom-
eter has resolution poorer than 50 keV, it
would not be possible to resolve these two
peaks and one would obtain a single peak
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at the weighted average of the two given by
6061.71keV. Its β decay daughter 212Po has a
100% α-decay route with an extremely short
half-life of only 299 ns and hence gives rise
to a large peak at 8785 keV. In fact, once
again, this is the minimum half-life and the
maximum energy for any nuclei appearing
in all the naturally occuring radioactive
series.
The expected half-life for 212Bi taken from
Nuclear Wallet Cards [15] is 60.55 ± 0.30
mins. This could be verified from either of
the two branches of 212Bi, as the daughter
from its β-decay has negligible half-life.
Finally, students should be made aware of
safety issues to be followed while handling
the radioactive source. Even though it is a
non-enriched source, one should not touch
the powder with bare hands, and must take
care to never ingest any.

2.2 Modeling of Physical System

’AlphaSpec-1K’ alpha spectrometer setup
(shown in Figure 1) contains the physi-
cal system (source-detector housing assem-
bly along with vacuum pump) and the
measurement apparatus (detector electron-
ics hardware along with data acquisition via
the USB port of a computer, and its associ-
ated software ’CNSpec’.
The physical system in the context is the
interacting medium. This leads to another
learning goal from the lab point of view.
That is, students should gain appreciation
with regards to the interacting medium by

considering the following points:

1. The detector which is also sensitive to
light photons needs to be housed inside
a chamber, so that only alphas register
their energy inside its active volume.

2. Since alpha particles lose energy due to
scattering as they pass through air , we
need the source also to be placed in an
air tight chamber so that vacuum can be
created.

Keeping these points in view, the physical
system is designed (see Figure-1) to have an
air-tight stainless steel chamber(1) for hous-
ing the source and detector. The inner di-
mensions of the chamber allow for variation
of source-detector distance upto 25 mm.
In order to create the required vacuum, a
1/5 BHP rotary vane pump (2) in Figure-
1, fitted with a pressure gauge (3) and two
valves (A and B) are utilised. While closing
the vent valve (A) cuts off the atmosphere
from the chamber, the series valve (B) con-
nects the vacuum pump to the chamber to
evcuate it down to 1 mbar.

2.3 Modeling of Measurement

Apparatus

The next important learning goal is to model
the measurement process so that it does not
merely remain a black box for the students,
and that instead they understand the prin-
ciples of operation, key model parameters,
and limitations on the ideal functioning of
the apparatus [4]. The detailed modeling of
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Table 1: The radioactive decay chain of 232Th with alpha energies and their respective in-
tensities are complied from ENSDF [12] and labelled from A to G. Only those alphas which
have more than 1% intensity are considered. Beta emissions are also shown, but only for the
sake of clarity and completeness.

35/01/03 5 www.physedu.in



Physics Education January - March 2019

the apparatus is discussed in a seprate pa-
per by us [7] to keep this paper from becom-
ing lengthy and also to retain focus on ex-
perimentation. Here, we only give a very
brief description of the hardware and soft-
ware specifications.
The Silicon PN junction detector is reverse
biased with 9 Volts, and electronic circuits
of Pre-amplifier, Shaping amplifier, Peak de-
tector and ADC followed by 1K MCA are
integrated at the top part(Figure 1:1(T)) of
the chamber to avoid signal losses. The out-
put of the 1K MCA is acquired via USB and
is displayed by ’CNSpec’ software provided
freely along with the spectrometer.
Hardware Specifications: The design of the
electronics is such that the detection system
is capable of measuring alpha energies upto
10 MeV with a resolution of 80 KeV for 5.485
MeV energy. The various stages of signal
processing electronics are shown as an inset
in Figure 1.
At the lower end of the spectrum, spurious
events are recorded due to the noise fluctu-
ations in the absence of a signal. In order
to reject this, the first 100 channels are not
considered while acquiring spectra. Soft-
ware Features: The instrument is factory
calibrated using 241Am which is a mono-
energetic alpha source. For our instrument,
the peak energy of 5485 keV was recorded
to be at a centroid value of 495.6 channel.
Using this, we can apply a single point cali-
bration. For e.g., the threshold energy corre-
sponding to channel no. 100 using this cali-
bration would be around 800 keV.

The following analytical features are in-
cluded in the software :

• Curve fitting against standard gaus-
sian function for obtaining the centroid
of the peaks. This includes an op-
tional low-energy tail which follows a
Lorentzian distribution.

• Summation of counts in a chosen in-
terval to estimate total events from a
source which may be spread across a
range of adjacent channels due to vari-
ous reasons such as scattering, noise etc.

• Multi-point calibration with several
known peak values.

3 Experimental Design

The design aspect involves varying a partic-
ular input parameter, while controlling the
rest of the parameters to study the impact on
the output obtained. The various aspects in-
volved in the design of the experiment being
performed will be based on our understand-
ing of the interactions present. Since, the de-
tection system is already fine tuned by the
manufacturer to obtain well resolved spec-
tra, we need to focus only on understanding
the source characteristics and interaction of
emitted alphas with the environment before
reaching the detector.
Typically the radioactive sources that are
bought from manufacturer or those ob-
tained from any agencies such as DAE or
BARC, would be packaged in the form of
a disc of small size smeared with a small
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Figure 1: Complete experimental setup for Alpha Spectrometer Alpha-Spec 1K. (1) Chamber
for housing source and detector; (1(T)) Detector electronics; Inset shows flow diagram with
various stages of signal processing; (2) Rotary Vane pump for creating vacuum; (3) Two
way valve with pressure gauge; vent valve (A) to cut of the atmosphere into the chamber
and series valve (B) to connect the the vacuum pump to the chamber to create vacuum (4)
Typical spectrum obtained in PC using CN-Spec software.

quantity of the isotope. Here, we are
using non-enriched Th(NO3) powder ob-
tained from chemical suppliers.
To begin with, let us choose the simplest
setup with the chamber kept at atmospheric
pressure. That is, the vacuum pump is
switched off, and the vent valve is open.

3.1 Spectra of Th(NO3) obtained at

Atmospheric Pressure:

In the first iteration, the experiment is per-
formed by simply placing approximately
2gm of Thorium Nitrate powder inside the
chamber at a distance of 2cm from the detec-
tor. The vacuum pump is switched off and
the chamber is at atmospheric pressure. The
data is acquired for a period of 2 hours and
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Figure 2: Radioactive sources under various attenuating factors; a) Alpha spectrum of Tho-
rium nitrate salt; b) The same salt studied under vacuum; c) Thin film of 212Bi under vac-
uum; d) Comparison of 212Bi spectrum in 1 mbar vacuum and under attenuation due to 1
Bar atmospheric pressure.

the obtained spectrum is calibrated using
manufacturer’s data and is shown in Fig-
ure2(a). The energy spectrum does not show
well resolved peaks as expected from 232Th
given in Table-1, and is instead smeared
over the entire region. A large build up of
peaks appears at the lower end of the spec-
trum, that is, the cutoff/threshold energy.
Certainly as a first guess, this loss in energy
of alpha particles could be attributed to its
interaction with air. So, the experiment is re-

peated with vacuum turned on.

3.2 Spectra of Th(NO3) obtained at 1

mbar Vacuum:

Again, 2gm of Thorium Nitrate powder is
placed inside the chamber at a distance of
2cm from the detector. Following the in-
struction of the manufacturer, vent valve is
closed so as to isolate the chamber from the
atmosphere and the series valve is opened to
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connect the chamber to the vacuum pump
to evacuate the chamber slowly to reach 1
mBar pressure. The data is once again ac-
quired for a period of 2 hours and the spec-
trum is shown in Figure2(b). The large peak
which was present near 800keV (channel
100) due to the minimum threshold setting
has certainly been reduced and a sharper
peak has appeared at the far side of the spec-
trum matching the expected 8785 keV line
of 232Th series. The rest of the spectrum is
still an enigma. None of the other expected
peaks are clearly defined and are all lost in
a somewhat unexpected background. Now
that the scattering losses due to air are min-
imized, the only interactions probably are
due to the source itself. If the thickness of
the source were large, then the lines of the
spectrum are broadened to lower energies
which is due to the interaction of alpha par-
ticles with various nuclei present along the
various layers. This phenomenon is known
as self-absorption. To reduce the losses due
to self-absorption, we need to prepare a
thin film source. There are different ways
of preparing thin film sources and here we
have chosen to prepare one using electroly-
sis.

3.3 Spectra of 212Bi Source with

Vacuum:

The process of preparing thin film sources
using electrolysis is an open-ended experi-
ment in itself. In the course of our efforts,
we have realized that optimizing the elec-
trolysis process has many parameters such

as

• The amount of the salt in the aqueous
solution (one can try other solvents) re-
ferred to as concentration.

• The type of electrode materials to be
employed: Lead, Aluminium, Copper
etc..

• The amount of constant current (typi-
cally in mA) to be passed through the
solution, and the potential difference
maintained between the electrodes.

• The time for deposition; typically a few
minutes.

We have to vary only one of the parameters
while keeping all others fixed, and perform
the experiment to understand the causal
relationship on the quality of obtained alpha
spectrum. This has been taken up in a sys-
tematic fashion and the experiments lasted
for almost a year. Here, we only present
and analyse the results for the spectrum
obtained by selective deposition of 212Bi. In
the initial trail for obtaining the thin film
source, we have dissolved approximately
3 gm of Th(NO3).5H2O in 5 gm of water
and performed electrolysis with Lead (Pb)
electrodes by passing 10 mA of current
(with 450 mV potential difference) for 10
minutes. The obtained spectrum is shown
in Figure2(c). Here we have used the single
point calibration using the data provided
by the manufacturer for Am-241 source
(5485 keV energy corresponding to channel
number 495.6). We find that there are two
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peaks, at 6093 keV and 8754 keV respec-
tively. Clearly, the second peak corresponds
to the decay of 212Po. The first peak at 6093
keV is close to those from 212Bi, but have
not been resolved into separate peaks due
to limitations of the instrument. Specifically,
the FWHM of the Am-241 peak which was
around 80 keV tells us that we must not
expect to observe peaks with lesser spacing
than this to be resolved.

3.4 Effect of air scattering on spectral

lines:

To gain appreciation for the effect of energy
loss due to scattering with air alone, the ex-
periment is repeated with a second set of pa-
rameters for the thin film source prepared
with 3.5gms of Th(NO3).5H2O dissolved in
5 gm of water, using Pb electrodes and pass-
ing current of 19mA (with a potential differ-
ence of 350mV) for 10 minutes. The exper-
iment is performed in two steps. Initially
the spectrum is obtained with vacuum for
30 minutes duration and then the vacuum is
turned off and then the vent valve is opened
to release air into the chamber and obtain a
second spectrum.
The orange colored histogram in Figure2(d)
corresponds to the energy spectrum of 212Bi
thin film in vacuum (1mbar) taken for 30
minutes, and after venting the vacuum and
bringing the chamber to atmospheric pres-
sure, the blue histogram was acquired. Care
was taken to ensure that the total number
of events recorded in both spectra are nearly

similar in order to make a comparable study.
The effect of attenuation due to air can be
clearly observed. Since we have already de-
termined that the film deposited yields a
majority of 212Bi isotope, we can now use
its known energies to apply a two point cali-
bration to the spectrum. Since the lower en-
ergy peak seen around 6093 keV is a com-
bination of two energies, a weighted aver-
age of 6062 keV has been considered for it.
The higher energy peak has a known en-
ergy of 8785 keV. Both peaks have lost en-
ergy and shifted to 8100 keV and 5165 keV
from 8785 keV and 6062 keV respectively. It
can also be noted that the higher energy al-
phas have lost lesser energy as compared to
the ones corresponding to the lower energy
peak. The loss in energy corresponding to
higher energy peak is 684 kev and to that
of lower energy peak is 897 keV. This can
be attributed to the fact that the higher en-
ergy alpha particles spend less time travel-
ling through air, and therefore face a lower
chance of getting scattered. The peak am-
plitudes have reduced from 157.54 to 47 for
peak at 6062 keV and from 319.54 to 114
for peak at 8785 keV. As compared to the
spectrum taken under vacuum, the sharp
peaks previously observed have now spread
over a lot more channels because scattering
is highly probabilistic in nature, and the al-
pha particles undergo varying levels of scat-
tering and subsequent energy loss depend-
ing on the number of air molecules encoun-
tered along the way. The lower energy peak
has spread in a wider range of channels as

35/01/03 10 www.physedu.in



Physics Education January - March 2019

compared to the higher energy peak.

4 Results, Analysis and

Discussion

To build the skills of argumentation, one of
the important learning goals in lab work,
we need to quantify the results in a repre-
sentation that allows for comparison with
the expected outcomes. In our experiment,
firstly, we require to determine the energies
of the various peaks obtained in the spec-
trum along with an uncertainty range so as
to be able to compare with the expected val-
ues in Table-1.

4.1 Determination of Energies in the

Spectrum:

The centroids of these peaks are determined
by manually estimating the channel spread
based on a Poisson distribution [16].
First, the channel/energy that consists of the
highest number of counts, say N, is con-
sidered. Then, the standard deviation σ is
given by

√
N. All neighbouring channels

whose heights lie within N ± 2 ∗ σ are con-
sidered to belong to that peak. Their mean
gives the centroid ’E’ of the peak. The num-
ber of counts in the peak corresponding to
’E’ is taken as the maximum and then Full
Width at Half Maximum (FWHM) ’∆E’ is
determined. The resolution of the peak is
given by ’∆E’/E.
Now, consider the peak corresponding to
that of Bi. The energy bin 6093 keV has
the maximum no. of counts given by 156.

Therefore, σ =
√

156 which is approxi-
mately 12.5 and so, 2σ is 25. Now, all the en-
ergy channels consisting of upto 131 counts
in the vicinity of 6093 are determined to be
varying from 6082 keV to 6104 keV. The en-
ergy channel to the left of 6082 keV is 6071
keV and to the right of 6104 keV is 6115 keV.
Hence, the centroid is determined as the av-
erage of 6071 and 6115, which is 6093 keV.
The energies at which the no of counts drops
to 78(half the peak values of 156) is 6015 keV
on the left and 6148 on the right, whose dif-
ference is the FWHM with a value of 133
keV. The resolution for this peak is given by
(133keV/6093keV)*100 = 2.1%. Performing
a similar analysis for the 212Po peak, we ob-
tain the centroid as 8753 keV and FWHM
of 254 keV, with a percentage resolution of
2.9%. The energies of Bi and Po along with
the FWHM and % Resolution are tabulated
in Table-2. These values are in agreement
with the known energies which are 6061.71
kev and 8785 keV respectively, with corre-
sponding relative percentage errors of 0.51%
and 0.35%.

4.2 Determination of Intensities of the

Peaks:

The intensity of a peak is determined by tak-
ing the total number of counts that have con-
tributed to the peak as they are all supposed
to be from the same alpha energy emitted
by the source. To obtain the total num-
ber of counts, we need to choose an inter-
val of energy channels that belong to the
peak. This is done by taking twice the stan-
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Table 2: The energies, FWHM, Resolution, Intensity and Branching ratio for the two peaks
in inset of Figure 4 corresponding to 212Bi and 212Po are shown. The best values from
ENSDF/Nuclear data tables are shown below in brackets:

dard deviation(σ) value which corresponds
to 90% of the area under the distribution.
For the Bi peak, the energy interval is chosen
as [5960,6226] and the summation feature
gives us 1811 counts under the peak. Simi-
larly, for the Po peak, we obtain the intensity
within an interval of[8504,9012] as 3640 as
shown in Figure2. A 3σ spread would have
included 99% of the area, however we have
only taken 2σ because of the close proximity
of other peaks from the thorium spectrum
to the peak of 212Bi decaying to 212Tl which
will affect the half life estimate if included.

4.3 Determination of Half-life:

Consider the spectrum, shown in inset of
Figure-4, obtained for 4 hours with thin film
prepared using the second set of parameters
and placed in vacuum. It has two well
defined sharp peaks and all the losses due
to air scattering and self-absorption seem
negligible. During the course of obtaining
the spectrum, the intensities of both the
peaks are saved after every twenty minutes
for determining the half-life of Bi. Exper-
imentally, the half life is determined by

measuring the activity of the source [17],
which is defined as the number of decays
per unit time, and is expressed mathemati-
cally as,

A(t) =
dNd(t)

dt
(1)

where
Nd(t) = N(0)− N(t) (2)

is the number of radioactive decay at time
t, N(0) is the radioactive nuclei at time t=0
and N(t) is the number of nuclei left in the
sample at time t expressed as

N(t) = N(0)e−λt (3)

where λ is the decay constant.
Hence activity can be further expressed as;

A(t) =
dNd(t)

dt
= −dN(t)

dt
= λN(t)

= [λN(0)]e−λt = A(0)e−λt
(4)

In our experiment, we determine the total
number of counts I(t), obtained using the
summation option in the software. These
counts I(t) is directly proportional to the de-
cayed nuclei per unit time, whose alphas
have been registered by the detector at a
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Figure 3: a) Log plots for counts per unit time obtained for both 212Bi peaks as well as their
sum in twenty minute intervals. b) Half life calculations for 212Bi spectrum peaks at 6062
keV and 8785 keV using least square fit with a standard exponential decay function.

particular energy. The software’s data log-
ger utility saves these counts I(t) related to a
peak at regular intervals of time ∆t as spec-
ified by the user. Here, we have choosen to
save the total counts in twenty minutes in-
terval.
Now, approximating A(t) as ∆Nd

∆t (reflected
as ∆I(t)

∆t ), we can rewrite eqn (4) as

∆I(t) = [∆tA(0)]e−λt = I(0)e−λt (5)

where ∆I(t) = I(t + 20) − I(t) is the
counts obtained in particular twenty min-
utes interval.

The counts data is obtained for the two
peaks as P1 (6062 keV) and P2 (8785 keV)
and their sum as Sum (P1+P2). The plots of
log(∆I) vs t fitted with linear regression are
shown in Figure 3(a).

The decay constants given by the slopes
of the respective lines are shown in Table
3. The observation that the three fitted
lines are almost parallel reflects the fact that

the decay constant should remain the same
through both the α and β− branches [8]. The
obtained decay constants are used to fit the
actual data with exponential functions. This
approach is followed because students can
easily get confused by looking at the seem-
ingly different exponential decay plots.

4.4 Uncertainty in Half-life

The half-life is given by t1/2 = 0.693
λ . Hence,

its uncertainty is δt1/2 = 0.693∗δλ
λ2 . δλ is ob-

tained by determining the standard devia-
tion in the slope of the regression data, given
by: √

1
n−2 Σn

i=1(yi − ŷi)2

Σn
i=1(xi − x̄)2 (6)

The obtained standard deviation for
three regression data are tabulated in Table
3. The half-life and its uncertainty for each
of the data is determined and presented in
Table 3. The best value for half-life is found
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Table 3: The curves P1 and P2 belong to Bi and Po respectively. The decay constants and
their respective standard deviations from linear regression and the corresponding half-lives
with uncertainties are presented below.

to be 62.77 Min with an uncertainty of 0.79
Min from the data, corresponding to that of
P2, and this is because the peak is well de-
fined with no adjacent peaks as compared
to P1 which has combination from overlap
of other Thorium daughters. The overall
half-life is slightly greater than the expected
value of 60.5 min with an error of 3.66%.
This is because the thin film source contains
small quantities of parent products of 212-
Bismuth resulting from the 232-Thorium se-
ries, which would to some extent replenish
Bismuth nuclei within the sample over time.

4.5 Low Intensity Peaks in the

Spectrum:

To observe the alphas being accumulated
from other nuclei in the radiactive series of
232Th, we magnify the counts axis by a fac-
tor of 35. The peaks corresponding to those
expected from Table 1, are identified with
respective letters in brackets, and their en-
ergies (determined using Poisson distribu-
tion) are indicated in Figure 4. The ob-
tained energy values match with the pre-

dicted ones closely.

5 Conclusions

We have used a non-enriched radioactive
source Th(NO)3 salt in powder form to pre-
pare a thin film source of 212Bi using elec-
trolysis.

The α spectrum obtained by placing the
source inside the airtight chamber at 1mBar
vacuum for a period of four hours, has two
peaks at 6093 keV and 8753 keV with reso-
lution of 2.1% and 2.9% respectively. They
match the expected values for 212Bi and
212Po to an accuracy better than 1% . The
half-life of 212Bi is obtained by determining
the activity over 20 minute intervals, and the
best value obtained from the distinct 8753
keV peak is found to be 62.77 ± 0.79 min-
utes, which matches the expected value of
60.55 ± 0.30 minutes to an accuracy of 3.5%.

The other possibilities such as alpha-
spectrum analysis by preparing different
thin film sources and study of linear ab-
sorption co-efficients of different materials

35/01/03 14 www.physedu.in



Physics Education January - March 2019

Figure 4: Spectrum obtained over a period of 4 hours from a thin film of 232Th under 1mbar
pressure showing prominent peaks for 212Bi, as well as trace amounts of other isotopes. The
spectrum has been expanded along the Y axis to exaggerate the small peaks formed by these
trace isotopes. The complete spectrum is shown as an inset.

such as aluminium makes for exciting set
of experiments for both UG and PG nuclear
physics lab.

6 Acknowledgment

The authors thank Inter University Accel-
erator Centre(IUAC, New Delhi) for tak-
ing educational initiatives through their out-
rach programme, and providing a healthy
environment for research and teaching in
physics education.

References

[1] ”Proposed syllabus and Scheme of Ex-
amination for B.Sc.(Honors) Physics”
https://www.ugc.ac.in/pdfnews/

7756304_B.SC.HONOURS-PHYSICS.pdf

[2] http://www.iuac.res.in/~elab/

phoenix/experiments/mca.html

[3] https://csparkresearch.in/

alphaspectrometer/

[4] Zwickl, Benjamin M., Noah Finkel-
stein, and Heather J. Lewandowski.
”The process of transforming an
advanced lab course: Goals, curricu-
lum, and assessments.” American
Journal of Physics 81, no. 1 (2013):
63-70.https://aapt.scitation.org/
doi/10.1119/1.4768890

[5] ”Detailed Learning Goals for the Ad-
vanced Lab” http://spot.colorado.

edu/~bezw0974/Resources/Detailed_

LGs.pdf

35/01/03 15 www.physedu.in

https://www.ugc.ac.in/pdfnews/7756304_B.SC.HONOURS-PHYSICS.pdf
https://www.ugc.ac.in/pdfnews/7756304_B.SC.HONOURS-PHYSICS.pdf
http://www.iuac.res.in/~elab/phoenix/experiments/mca.html
http://www.iuac.res.in/~elab/phoenix/experiments/mca.html
https://csparkresearch.in/alphaspectrometer/
https://csparkresearch.in/alphaspectrometer/
https://aapt.scitation.org/doi/10.1119/1.4768890
https://aapt.scitation.org/doi/10.1119/1.4768890
http://spot.colorado.edu/~bezw0974/Resources/Detailed_LGs.pdf
http://spot.colorado.edu/~bezw0974/Resources/Detailed_LGs.pdf
http://spot.colorado.edu/~bezw0974/Resources/Detailed_LGs.pdf


Physics Education January - March 2019

[6] Martin, Brian R. Nuclear and particle
physics: an introduction. John Wiley &
Sons, 2006.

[7] Jithin et.al ’Measurement Model of an
Alpha Spectrometer for Advanced Un-
dergraduate Laboratories’, Physics Ed-
ucation - January-March 2019.

[8] Krane, Kenneth S., and David Halliday.

New York: Wiley, 1988

[9] Cohen, Bernard Leonard. Concepts of
nuclear physics. Tata McGraw-Hill Ed-
ucation, 1971

[10] Patel, Shriprakash B. Nuclear physics:
an introduction. New Age Interna-
tional, 1991.

[11] Hubsch, Tristan. ”The theory of alpha
decay.” (1997)

CARDS.” (2011).

[16] ’Study of Alpha-energies of Radium-
226’ http://web.vu.lt/ff/a.poskus/

files/2013/06/NP_No11.pdf.

[17] Determining the half-life of Ba137
http://www.kau.edu.sa/GetFile.

aspx?id=258656&fn=01%2020Half%

2020Life.pdf

[18] Giordano, Nicholas J. Computational
physics. Pearson Education India, 2006.

35/01/03 16 www.physedu.in

Introductory nuclear physics. Vol. 465.

https://fenix.tecnico.ulisboa.

[12]  Evaluated Nuclear Structure Data

File   Search   and   Retrieval,    NNDC,
Brookhaven National Laboratory.
https://www.nndc.bnl.gov/ensdf/

[13]  Dong, Tiekuang, and Zhongzhou Ren.
”New calculations of α -decay half-lives
by   the   Viola-Seaborg   formula.”   The
European Physical Journal A-Hadrons
and Nuclei 26, no. 1 (2005): 69-72.

[15]  Tuli, Jagdish K. ”NUCLEAR WALLET

[14] "Gamow’s Theory of Alpha Decay"

pt/downloadFile/3779576931836/

Ex8Serie1/

https://fenix.tecnico.ulisboa.pt/downloadFile/3779576931836/Ex8Serie1/
https://fenix.tecnico.ulisboa.pt/downloadFile/3779576931836/Ex8Serie1/
https://fenix.tecnico.ulisboa.pt/downloadFile/3779576931836/Ex8Serie1/
https://www.nndc.bnl.gov/ensdf/
http://web.vu.lt/ff/a.poskus/files/2013/06/NP_No11.pdf
http://web.vu.lt/ff/a.poskus/files/2013/06/NP_No11.pdf
http://www.kau.edu.sa/GetFile.aspx?id=258656&fn=01%2020Half%2020Life.pdf
http://www.kau.edu.sa/GetFile.aspx?id=258656&fn=01%2020Half%2020Life.pdf
http://www.kau.edu.sa/GetFile.aspx?id=258656&fn=01%2020Half%2020Life.pdf


Physics Education January - March 2019

Measurement Model of an Alpha Spectrometer for

Advanced Undergraduate Laboratories

B.P. Jithin1, V.V.V. Satyanarayana2, Swapna Gora1, O.S.K.S Sastri1∗ and B.P Ajith2

1Dept of Physics, Central University of Himachal, HP 176215, India.
∗sastri.osks@gmail.com

2Inter University Accelerator Centre, Delhi, India.
ajith@iuac.res.in

Submitted on 03-08-2018

Abstract

In this paper, we present the modeling aspects

relevant to students at the advanced UG level for

using an Alpha Spectrometer as a measurement

tool for nuclear physics experiments. The four

stage modeling methodology for construction

of theoretical models is utilised as a framework

to understand the various aspects of an alpha

spectrometer. The presentation specifically fo-

cuses on alpha spectrometer ’AlphaSpec-1K’

indigenously designed and developed by us.

The spectrometer output is interfaced to the

USB port of a PC, and the associated software

’CNSpec’, which is licensed under open-source

terms, has built-in features to fit, calibrate,

and perform various analysis of the obtained

spectrum. The spectrometer is designed to

detect alpha energies in a full scale range of

10 MeV with a resolution of 81 keV at 5485

keV. It is calibrated using 241Am and tested for

linearity using 229Th multi-peak source, and as

a final step, has been validated using 212Bi, by

verifying its spectrum with published literature,

as well as calculating its half life to better than

1% accuracy.

1 Introduction

One of the major goals in imparting physics
education is to incorporate good labora-
tory practices alongside theoretical mod-
eling and computer simulation based ap-
proaches. Physics Education Researchers
have deliberated on various aspects of labo-
ratory practice such as learning goals for ad-
vanced physics labs [1], cognitive task anal-
ysis [2], lab environment with regards to en-
gagement of teachers and students in lab
activities [3], and the mode of assessment
[4]. Especially, the PER group at Colorado,
Boulder has developed a set of learning
goals for physics laboratories [5], wherein
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emphasis is laid on measurement models.
They contend that modeling the measure-
ment process is important since the instru-
ment should not merely remain a black box
for the students and that they should un-
derstand the principles of operation, key
model parameters, and limitations pertain-
ing to the ideal functioning of the apparatus.
Our PER group, in collaboration with the
teaching lab of the outreach cell of IUAC
New Delhi, is focussing on developing lab
experiments for nuclear physics along with
activities, simulations, and demonstrations
to go hand-in-hand with the theoretical
course. As a part of this effort, we are in the
process of developing experiments based on
Geiger counters, as well as gamma and al-
pha spectrometers, where in we have two
primary goals:

1. Design and development of low cost al-
pha and gamma spectrometers

2. Design and development of nu-
clear physics experiments using
non-enriched sources

A key area of focus is the effective imple-
mentation of these outcomes in labs through
the application of PER practices. We have
submitted a paper [6] to the same journal,
wherein we have discussed an experiment
to study the alpha spectrum and half-life of
212Bi. The Bi source was prepared using
electrolysis of non-enriched ThNO3 pow-
der and the spectrum is obtained using our
indigenously developed alphaspectrometer
’AlphaSpec-1K’[7].

Modeling the measurement apparatus and
familiarisation with its usage are crucial pre-
cursors to actually utilising them to perform
experiments. Here, we utilise the model-
ing theory structure suggested by Hestenes
[8] which has been employed almost as a
methodology. Its inherent design helps sys-
tematise our understanding of the scien-
tific process of learning, as it is very effec-
tive in applying the constructivist pedagogy
wherein students are guided (typically us-
ing the Socratic method ) to build their un-
derstanding of the current topic based on
their previous knowledge. Even though
the modeling theory suggested by Hestenes
is for constructing theoretical models, we
have used the same technique to model
the measurement apparatus, here the alpha-
spectrometer ’AlphaSpec-1K’ by using the
tools of an experimentalist instead of those
of a theoretical physicist. In the next section,
we give a brief outline of the four stages
in the modeling structure with reference to
the alpha spectrometer, and in subsequent
sections, discuss the various stages in detail
with focus on experimental aspects such as
characterisation,calibration, and data collec-
tion.

2 Modeling the alpha

spectrometer

In order to build the alpha spectrometer,
one needs a sensor (a transducer along with
the required electronics) that detects the
energy of the alpha particles and outputs a
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proportional voltage signal. In this section,
we model the detection process in tune with
the modeling theory proposed by Hestenes
[8] which has the following four stages.

1.Description Stage: Here, we describe
(i) the object which is the detector,
(ii) the process involved, that is, creation of
charge pairs within the depletion region,
and finally,
(iii) the interaction responsible for creation
of charge pairs when alpha particles deposit
their energy in the depletion region.

2.Formulation Stage: While the theo-
retician formulates the laws and principles
involved with regard to the process and in-
teraction, the experimentalist focusses on
the detection procedure, which involves the
following three steps:

(i) capturing the alpha particles without
any loss of their energy prior to enter-
ing the detector’s active volume

(ii) converting the alpha energy into a mea-
surable voltage through various signal
processing electronic circuits

(iii) acquiring the data by a computer for
visualization of the spectrum, and for
subsequent statistical analysis

Even though our approach involves
construction of the apparatus from an ex-
perimental design perspective [2], from the
modeling perspective it suffices to deal with
understanding the principles and reasoning

behind the need for various aspects of the
apparatus design. Even though this un-
derstanding would help in troubleshooting
a malfunctioning apparatus, it might not
enable carrying out repairs. From a re-
searcher’s point of view, careful insight into
the measurement process enables proper
identification of any anomalies in the final
spectrum output. This is an important
learning goal.

3.Ramification Stage: From a theoreti-
cal perspective, this stage involves solving
the equations related to the model object
and obtaining the emergent properties in
a form that can be compared with exper-
imental outcomes. From an experimental
angle, this stage can be termed the testing
part, which is also an important learning
goal for advanced laboratories [5]. For the
measurement model, this stage involves
studying the manufacturer’s data with
regard to usage of the apparatus. In the
case of the alpha spectrometer, this involves
obtaining the spectrum and calibrating it
to obtain the emergent properties such as
energy and intensities of the peaks.
Typically, the manufacturer performs exper-
imental runs in which the apparatus along
with the detection system is tested with a
well known α source such as 241Am, and
then specifies the calibration procedure for
converting the channel number into useful
energy information. Further, the apparatus
is tested for understanding the effect of
source-detector distance, and also that of
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Figure 1: The object, process and interaction are described in detail with relevant diagrams
alongside

air pressure on the obtained spectrum to
finalise the ideal vacuum for experimenta-
tion. Finally, the detection system is tested
for linearity by using a source of 229Th
which has distinct multiple peaks with
known values that can be easily resolved.
In the current paper, these are discussed
as part of the ramification process, as these
could be performed by the students in
the lab as well, given the availability of
enriched sources of 241Am and 229Th. We
also intend to make this a part of the famil-
iarisation procedure by implementing this

testing and calibration phase using 212Bi,
a non-enriched source prepared using the
electrolysis process discussed in [6].

4.Validation Stage: The obtained out-
comes (emergent properties) are validated
with known predictions by using either
theoretical considerations, or previously
known experimental results. The apparatus
is now ready for experimentation with other
sources for validation, and to undertake re-
search with unknown sources.
In the following four sections each of these
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stages is discussed in detail with appropri-
ate flow diagrams and results.

3 Description stage

a) Principle of operation: Typically an alpha
detector consists of a semiconductor PN
junction connected in reverse bias mode so
as to create a depletion region that acts as
an ionisation medium to convert the alpha
particle energy into electron-hole pairs
which move towards the electrodes due to
the applied electric field. The small amount
of charge generated as a result of one alpha
particle depositing its entire energy in
the depletion region is proportional to its
energy, and this charge is a measurable
quantity.

b) Description of the detector: The
type of detector that we have employed is
a PIN photodiode whose composition is
Silicon. The detector (dimensions specified
by the manufacturer [7]) has 10mm× 10mm
surface area and 5mm thickness. In front of
the detector is a circular collimator of 8mm
diameter whose purpose is to prevent alpha
particle incidence near the boundary of the
detector where its behaviour is non-linear
and results in erroneous readings.

c) Description of the Process: The PIN
photodiode is connected in reverse bias so
that a depletion region of the junction is
created. The reverse bias voltage (VRB) is
chosen such that the width of the deple-

tion region is maximum, and hence the ac-
tive volume of the detector is maximised.
This also reduces the junction capacitance
and thereby reduces noise. The current pro-
duced due to a voltage VRB across depletion
region width l is given by [9].

I = nqµn
VRB

l
(1)

Where n is the number of charges (q) gen-
erated in the depletion region, and µn is
the mobility of the charge carriers. µn is
typically constant for low VRB . The electric
field across the junction is given by E = VRB

l .
The number of charges (n), is the state
variable associated with the process.

d) Description of Interaction: The type
of interaction responsible for creation of
electron-hole pairs is ionisation within the
depletion region. The agent of interaction is
the coulomb force between the charged par-
ticles and electrons in the neutral material
available in the depletion region. An alpha
particle (positively charged) with sufficient
kinetic energy (implying large velocity)
exerts a coulomb force on the electrons in
the atom (Figure 1) to escape from the atom,
or atleast take it to one of the excited states
(leaving the atom in its excited state). The
amount of ionisation due to the incident
alpha particle of energy Eα is going to be de-
pendent on the active volume available for
the particle to completely deposit its energy
(a depletion region of width 10µm should
suffice), and in the process, create an equiv-
alent number of electron-hole pairs.The
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Figure 2: Source-Detector Enclosure Design along with the Vacuum pump and its assembly

energy required to create on electron-hole
pair in silicon is 3.62eV, so the total number
of pairs generated can be estimated based
on the initial energy of the alpha particle.
So, the interaction variable that affects the
process is VRB, which is responsible for the
depletion region of thickness l.

4 Formulation stage

a) Enclosure design and Vacuum assembly:
The first step is to ensure that only the alpha
particles emitted by the source reach the de-
tector without any loss of energy, and that
they deposit their entire energy in the de-
tector’s active volume to generate a corre-
sponding signal. The sensitivity of the de-
tector to light photons necessisates place-
ment of the source and detector inside an
opaque enclosure. The enclosure is de-

signed to be air tight so that vacuum can
be created within it to avoid loss of energy
of alpha particles due to scattering with air.
The design of the chamber along with the
vacuum pump and accesories are shown in
Figure 2.
The second step involves various stages of
processing the signal to obtain the final spec-
trum reflective of the number of charge car-
riers deposited at various energies, and is
outlined in the form of a block diagram in
Figure 3 which is discussed below:

b) Conversion of charge to voltage: The
signal from the detector is available as the
number of charge carriers that have reached
the electrodes, which is then converted into
a corresponding output voltage by utilising
a charge sensitive preamplifier. The main
role of the preamp is to ensure impedance
matching between high impedance at the
detector side (i.e. input), with the low
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Figure 3: Signal Processing Electronics: The step by step process of conversion of alpha en-
ergy into a measurable quantity such as voltage that maintains a predictable proportionality
is indicated as a flow diagram

output impedance of the post-processing
electronics. This also improves the signal-
to-noise ratio (SNR).
In this spectrometer, the designed pream-
plifier (open source hardware available at
[10]) has a MOSFET at the input in cascade
with a bipolar junction transistor (BJT) . A
feedback capacitor present in the preamp is
used to decide the gain/charge-sensitivity.
A high value resistor (typically 100MΩ)
is connected in parallel to discharge the
capacitor (1pF) . In principle, an alpha
particle of 1MeV energy should give a total
charge (Q = 1∗106∗1.6e−19

3.62 ) [9] and the output
voltage of the preamplifier is given by

V = Q
C = 1∗106∗(1.6∗10−19)

3.62∗(1∗10−12)
= 44.2mV.

To study the output characteristics of the
preamplifier, we have chosen 241Am as the
alpha source since it has a single alpha
emission at 5.485MeV energy. As per our
calculations, we should obtain about 242
mV as the peak voltage of the correspond-
ing output from the preamplification stage,
but due to the non-zero capacitance of the
detector, the measured voltage was in the
range of 150-200mV.
The preamplifier output provided in Figure

4 as H is for visualization purposes only as
it has been attenuated by buffering circuits,
and is not indicative of the actual output
value. The rise time is determined to be
close to 50nS, and it takes nearly 1mS to
drop to 50% of its peak value, thereby
giving it a distinct sawtooth appearance.
Because of these very short rise and fall
times, the output voltage signal of the
preamp cannot be easily digitized, and we
need to process the signal further, which is
done using a shaping amplifier.
The output of the shaping amplifier is
also available via a BNC socket for exter-
nal monitoring with an oscilloscope or a
separate MCA. The maximum height of
output pulses has a range of 0-3.3V, where
0 indicates the absence of a pulse, and 3.3V
indicates an incident alpha particle with
energy close to the maximum permissible
value of 10MeV. The shaping amplifier [11]
has a differentiator circuit followed by a
second order active integrator to obtain a
near gaussian pulse as shown in 4 as I. The
peak value of this pulse is to be sampled
and digitized.

c) Digitization of the voltage signal:
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Figure 4: Entire experiment setup of the Alpha Spectrometer ’AlphaSpec-1K’ showing the
source-detector enclosure(A) connected via the vacuum inlet port(B) to the pump(C), with
pressure monitoring by a dial guage(D). It is connected to a laptop(J) via the USB port(E).
Signal outputs from the pre-amplifier(F) and shaping amplifier(G) are connected to a 50MHz
oscilloscope where the nature of these signals are shown as traces (H) and (I) respectively.
The time scale of the oscilloscope is 1µS/div, and the voltage scales for preamp and shaping
amplifier are 2mV/div and 2V/div respectively. Signals have been offset for clarity.

The pulse is accepted if the amplitude is
greater than the threshold value (to avoid
very low energy peaks which might not
be due to alpha particles) which is set to
50mV. The combination of peak detector
and Analog to Digital Converter (ADC) is
designed to convert the peak height (i.e.
proportional to detected alpha energy) into
a digital number, and the histogram data
of energy vs number of counts is generated
with the help of a Multi Channel Analyzer
(MCA). The MCA is designed to have
1024 channel(1K) resolution, with an input
voltage range of 0 − 3.3V. This limits the

energy resolution to 10MeV
1023 = 9.7keV.

d) Spectrum: The alpha spectrome-
ter hardware performs a variety of tasks
ranging from detection of the pulse, post-
processing of the signal, and also sorting
the signals on the basis of their peak height
into predefined bins by the MCA. This
information consisting of a table of number
of pulses registered in each channel is
stored in the in-built microprocessor of the
MCA in a linear array, and must now be
transferred into a computer via the USB
communications port in order to visualize,
analyse, and interpret the data.
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Figure 5: A Screenshot of the open-source software provided with the Alpha Spectrometer
’AlphaSpec-1K’:

e) Housing the electronics: Considering
the highly sensitive nature of the signals
from the detector, it is important to place
the preamplifier very close to the detector to
avoid noise and leakage. Equally important,
is the need to house the signal processing
electronics in an electrically shielded enclo-
sure. To ensure this, a cylindrical structure
segmented along the central plane via a
3mm stainless steel sheet was designed2,
and one segment was made vacuum tight
with provisions for a sealing gasket and an
inlet port for a pump as shown in Figure
2. The detector is electrically connected
to the signal processing electronics via a
very short (5mm) feedthrough which is

also vacuum tight. With this design, we
have effectively placed all electronics in a
Faraday cage.

f) Software: The final step is to imple-
ment a software that shall plot the acquired
data in real-time and have utilities for data
analysis. The open-source software CN-
Spec written in the Python programming
language employs a variety of powerful util-
ities such as Numpy, Scipy, and PyQtGraph
for various mathematical and visualization
purposes. It acquires the data from the hard-
ware, and plots it in the form of a histogram
showing channel number (corresponding to
peak voltage proportional to alpha energy)
on x-axis, and the number of charged parti-
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cles received at each channel on the y-axis,
as shown in Figure 5. The key analytical fea-
tures incorporated as of now in the software
are calibration using polynomials up to 2 or-
ders, fitting with Gaussian plus low-energy
tail (Lorentzian part) to obtain peak infor-
mation, and a summation utility to obtain
the total number of counts corresponding to
a peak.

5 Ramification

Once the spectrum is available, the detection
system is in principle ready for experimen-
tation. But first, the proportionality con-
stant between alpha energy and correspond-
ing peak voltage obtained needs to be deter-
mined. This process is called calibration.

5.1 Calibration using 241Am

When we place the 241Am source, the α-
energy spectrum corresponding to it must
now appear as number of counts building
up around a particular channel number. To
determine the appropriate vacuum to be es-
tablished for effectively neglecting the en-
ergy loss due to scattering, we perform the
following two steps.
i) To study the effect of source-detector dis-
tance at atmospheric pressure:
The 241Am source was placed at a distance
of 25mm from the detector, and the aver-
age channel number (corresponding to en-
ergy) of its lone peak was measured. For
this, we have implemented a least square
fit routine which uses a standard gaussian

function, and record the centroid value (av-
erage channel number) for each dataset. The
source-detector spacing referred to distance,
was reduced in steps of 3mm and the cen-
troid was noted for each distance. In the dis-
tance versus channel number plot shown in
Figure6(a), the linear dependence of energy
loss with source-detector distance at atmo-
spheric pressure demonstrates that the scat-
tering of alpha particles is proportional to
the distance travelled in air.
ii) To study the effect of air pressure:

The 241Am source was placed at 30mm from
the detector. The vent valve was closed, and
the pressure inside the chamber was slowly
decreased from 1000mbar to 100mbar in
steps of 100mbar. The average energy of the
peak that accumulates at a particular chan-
nel number is obtained at various pressures
and plotted in Figure6(b). At 200mbar itself,
the peak energy is obtained at channel 469
which corresponds to placing the source at a
distance of 3mm from the detector as shown
in the previous section. That is, at 200mbar,
the scattering losses are almost negligible.
Further reducing the pressure to 50mbar is
equivalent to placing the source almost in
contact with the detector.

The final spectrum obtained by placing
241Am at a distance of 2 cms and a pressure
of 50 mBar is shown in Figure6(c). The cen-
troid of the spectrum is found to be located
at channel number 496 via a gaussian fitting
routine, and since the energy of this peak is
well known to be at 5485 keV, one can fit a
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Figure 6: a) Effect of source-detector distance on the centroid of the lone peak of 241Am. b)
Effect of air pressure is studied for the same centroid . c) Alpha spectrum for 241Am under
50mBar vacuum with source-detector distance = 2cm . d) Alpha spectrum for 229Th under
similar conditions as in (c)

calibration polynomial as follows:

Energy =
5485
496
× channelnumber (2)

An FWHM of 81 keV was obtained via a
gaussian fit of the calibrated peak. 241Am
enriched source is commonly employed for
single point calibration purposes since it
produces a single peak at a known energy.
However, since single point calibrations are
not equipped to correct offset errors, it is ad-
visable to use a source with at least two de-
cay processes with alpha particle emissions

at known energies, such as 212Bi. We can
now cross-check if our calibration remains
linear over the entire range of 10 MeV. A
good source for checking this is the multi-
peak source 229Th whose energies are com-
piled from ENSDF and shown in Table 1.

5.2 Linearity check using 229Thorium

To verify the linear energy response of the
detector, a 229Th source is placed at 20 mm
from the detector and the data is acquired
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Table 1: The radioactive decay chain of 229Th
with alpha energies (with intensities more
than 5%) and their respective intensities are
compiled from ENSDF. The beta decays are
also shown for the sake of completeness.

Parent Daughter Eα Iα t 1
2

229Th 225Ra
4845.3(A)
4814.6

56.2
9.3

7340y

225Ra 225Ac β - 14d

225Ac 221Fr

5830 (B*)
5732
5790.6
5792.5

50.7
8
8.6
18.1

10d

221Fr 217At
6126.3(C1)
6341(C2)

15.1
83.4

4.9m2

217At 213Bi 7066.9(D) 99.9 32.3ms
213Bi 209Tl 5869 93 45.59m
213Bi 213Po β - 45.59m
213Po 209Pb 8375.9(E) 100 4.2us
209Tl 209Pb β - 2.2m7
209Pb 209Bi β - 3.25h14

under a vacuum of 50 mbar. The obtained
spectrum, shown in Figure6(d) has been cal-
ibrated, and the peaks correspond to their
expected energies with an accuracy better
than 1%. The peak B∗ in Figure 6 corre-
sponds to four values shown in Table 1.
Since these peaks have energies too close to
be individually resolved by the current spec-
trometer, we assigned their weighted aver-
age of 5817 keV to be the expected value for
B∗. The accuracies of the obtained energies
confirms that the linearity of the detector is
assured over the full scale range of the in-
strument to better than 1% .

6 Validation

Figure 7: 212Bi Spectrum

Figure 8: Log of activity of 212Bi recorded as
a function of time for calculating its half life

In order to validate our instrument,
we must now record the spectrum from a
third source, and verify that it matches with
known values. For this purpose, we have
prepared an un-enriched source of 212Bi ex-
tracted from Thorium Nitrate salt via elec-
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trolysis. The extraction procedure is care-
fully documented by Swapna et al [6], and
their results also include spectrum charac-
terization as well as half-life calculations.
In order to extract Bismuth, 3.5gms of Tho-
rium Nitrate(ThNO3) salt was dissolved in
5gms of water. Electrolysis of this solution
using 20mA current and lead foil electrodes
for 10 minutes yielded a greyish film on both
electrodes. The anode was placed in the vac-
uum chamber at a distance of 1cm from the
detector to acquire the spectrum.
It had two distinct peaks with centroids at
6081 keV and 8685 keV as shown in Fig-
ure 7. These values correspond closely with
the known energies from the decay chain
of 212Bi which are 6062keV and 8785keV [6]
with percentage errors of 0.31% and 1.13%
respectively.
Since the peak formed around 6081keV
may also contain contributions from various
trace isotopes from the Thorium-232 series
as explained by Swapna et al[6], we used the
higher energy peak formed around 8685keV
for half-life calculations.
The activity was obtained by determining
total counts under the 8685 keV peak in 12
minute intervals. The log of the activity has
been plotted as a function of time in Figure
8. The slope of the regression line deter-
mines the decay constant λ(shown in inset
of Figure 8) using which the half-life is de-
termined to be 60.3 minutes with an uncer-
tainty of 2.4 minutes. It agrees with the ex-
pected value of 60.5 minutes to an accuracy
of 0.33%.

7 Conclusions

We have presented the way to model an
alpha spectrometer, AlphaSpec-1K devel-
oped by us, so as to familiarize students
with:

• the basic principles involved in the de-
tection process (theoretical aspects)

• the need for various parts of the spec-
trometer (design aspects)

• the outcomes at various stages (trou-
bleshooting aspects)

• the way to calibrate it and test for its lin-
earity (analysis aspects) and finally

• perform experiments using it (applica-
tion aspects)

To help develop a structured approach, we
have utilised the framework proposed by
Hestenes for actualising theoretical models
and have applied it to modeling a measure-
ment apparatus such as an alpha spectrom-
eter.

8 Acknowledgment

The authors thank Inter University Accel-
erator Centre(IUAC, New Delhi) for tak-
ing educational initiatives through their out-
reach programme, and providing a healthy
environment for research and teaching in
physics education. Especially, Dr. Sastri
would like to thank IUAC for offering him
visiting associateship for a period of one
year.

35/01/04 13 www.physedu.in



Physics Education January - March 2019

References

[1] W. K. Adams and C. E. Wieman, “De-
velopment and validation of instru-
ments to measure learning of expert-
like thinking,” International Journal
of Science Education, vol. 33, no. 9,
pp. 1289–1312, 2011.

[2] C. Wieman, “Comparative Cognitive
Task Analyses of Experimental Science
and Instructional Laboratory Courses,”
The Physics Teacher, vol. 53, no. 6,
pp. 349–351, 2015.

[3] A. Hofstein and V. N. Lunetta, “The
laboratory in science education: Foun-
dations for the twenty-first century,”
Science education, vol. 88, no. 1, pp. 28–
54, 2004.

[4] E. Etkina, S. Murthy, and X. Zou, “Us-
ing introductory labs to engage stu-
dents in experimental design,” Ameri-
can Journal of Physics, vol. 74, no. 11,
pp. 979–986, 2006.

[5] C. Boulder, “Detailed Learning Goals
for the Advanced Lab,”

[6] Gora Swapna, B. Jithin, V. Satya-
narayana, O. Sastri, and B. Ajith, “Al-
pha Spectrum of $ˆ{212}Bi$ Source
Prepared using Electrolysis of Non-
Enriched ThNO$ 3$ Salt,”

[7] CSpark Research, “Alpha Spectrometer
(AlphaSpec1K).”

[8] D. Hestenes, “Foundations of Mechan-
ics,” 1998.

[9] ORTEC, “Preamplifier and Ampli-
fiers,” tech. rep., 2015.

[10] B. Ajith and V. Satyanarayana, “Alpha
Spectrometer.”

[11] M. Sanchez-Raya, J. A. Gomez-Galan,
E. Cojocaru, M. P. Carrasco, R. J. Na-
harro, F. M. Chavero, and I. M. Bravo,
“Linear tunable analog front-end elec-
tronics for silicon charged-particle de-
tectors,” IEEE Transactions on Instru-
mentation and Measurement, vol. 64,
no. 2, pp. 418–426, 2015.

35/01/04 14 www.physedu.in



Physics Education January - March 2019

Breakdown of Dimensional Analysis in Physics

Debnarayan Jana1

1Department of Physics, University of Calcutta
92 A P C Road, Kolkata- 700 009, West Bengal, India.

djphy@caluniv.ac.in

Submitted on 08-10-2018

Abstract

Dimensional analysis (DA) provides us a very

simple heuristic method to solve the depen-

dence on the variables without invoking much

theoretical knowledge. Moreover, this technique

is of great help to experiments because it even-

tually serves as a guide to the key parameters

which influence the phenomenon. However,

there are situations in physics where there is

a breakdown of this dimensional analysis. We

indicate few examples from classical mechanics,

electromagnetism and statistical mechanics.

We briefly point out the reasons behind such

breakdown of such successful tool in theoretical

physics.

Keywords: Dimensional Analysis,
Damping Force, Vector potential and
Magnetic field, Critical Phenomena

1.Introduction

Dimensional analysis (DA) is nothing but a
mathematical technique [1, 2, 3, 4, 5, 6, 7]

used generously in physical science, chem-
ical science and technology to study the di-
mensions of physical quantities and correct-
ness of equations. This mathematical tech-
nique is most suitable in research work for
design and conducting model tests. Even
in bilological sciences, there are interesting
ways of looking to the problems via this
technique [8, 9, 10, 11]. For some interest-
ing applcation of DA in quantum physics
and other related problems, we refer to the
literature[12, 13, 14]. In DA, one first pre-
dicts the physical parameters which will in-
fluence the problem and then by grouping
these relevant parameters in appropriate di-
mensionless combinations; one can get a
better understanding of the problem.
The paper is organized as follows. We first
present a problem from classical mechanics
where there is breakdown of DA. In section
3, we present a very well-known problem
from classical electromagnetism which may
serve as a key to regularization and renor-
malization in field theory. In the last prob-
lem we point an apparent violation of DA
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in critical phenomena. In section 5, we give
our conclusions.

2.Examples from Classical
Mechanics

Suppose we are interested [15] to find out
the stopping distance and time required for
a point particle having mass m with an ini-
tial speed V0 under a damping force given
by F = bvn(n ≥ 0). Before we analyze
the problem from Newton’s equation of mo-
tion, we would devote ourselves to look for
the solution from pure dimensional analy-
sis. The problem contains three parameters
apart from the mass m of the particle, one
being dimensionless number [n] = M0L0T0

and another two are [b] = [ML1−nT−2] and
[V0] = [LT−1]. We can now construct the
distance S travelled before the particle stops
and the t required to stop. It is easy to visu-
laize that

S =
m

bVn−2
0

g(n)

t =
m

bVn−1
0

f (n) (1)

Here g(n) and f (n) are dimensionless
different functions of n which cannot be
determined from the dimensional analysis.
Now, let us discuss the various situations
for integer values of n including zero. For
n = 0, it is noticed from equation (1) that

t = mV0
b f (0) and S =

mV2
0

b g(0). Thus, both t
as well as S increases with m and V0; besides
both of them decreases with b. This is

naturally expected from the usual Newton’s
equation of motion for a constant damping
force. In such a situation, damping force
becomes independent of velocity.

Hoewever, the situation looks different
for n = 1 case. In this case, t = m f (1)

b and
S = mV0

b g(1). Surprisingly, t ∼ m
b and is

independent of V0. This is not correct as
expected from Newton’s law of motion. t
in principle should grow with velocity V0.
If one has large initial speed, it is natural
that there should be some non-zero time for
slowing down to a smaller speed V2. Even
the equation of motion reads as m dv

dt = −bv
surely indicates the time required for the
speed V1 to V2 (V2 < V1) is

t =
m
b

log
(

V1

V2

)
(2)

How does the dimensional analysis so pow-
erful tool in theoretical physics give a wrong
result? Notice that time is proportional to
a dimensionless mathematical operation
of logarithmic function. In fact, it is clear
from equation (2) that as V2 → 0, t → ∞.
In other words, given any non-zero finite
speed V1, the final speed will go to zero at
an infinite time. Thus, the dimensionless
function in equation (1) is indeed infinity.
In fact, in such a situation, the total time is
actually undefined. If we redefine the time
t to slow down to some finite small speed,
then we note that t ∼ mV

b indicating that
t grows with V. However, the stopping
distance S increases linearly with speed V0.
This is justified clearly from Newton’s law
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of motion mv dv
dx = −bv indicating S = mV0

b
consistent with the DA prediction with
g(1) = 1.

For n = 2, it is found that t = m f (2)
bV0

while S = mg(2)
b . Although in this case t de-

pends inversely on V0 but it is not correct.
In fact, t should not decrease with speed.
Newton’s equation of motion clearly indi-
cates that

t =
m

bV2

(
V1 −V2

V1

)
(3)

It is evident that as V2 → 0, t → ∞. This
indicates that f (2) will diverge to infinity.
In this way one can argue that for n ≥ 2,(
there will be at least one power of V in the
denominator of the expression for t) f (n)
must be infinite. This inherently gives a
useful caution for using DA that if there
is a numerical factor of the order of unity
in front of the result, then DA can give
correct consistent incommensurate with the
physical situation. Instead if the constant
turns out to be either zero or infinity, then
this DA will breakdown and thus cannot be
used a consistency check or prediction of
the physical problems.

Is there any real relevance or impor-
tance of the equation of time in (1)? In fact,
there is indeed some interesting features
associated with the above equation. For
example, it has been pointed out that for
any given velocity V, for n = 2, t = m f (2)

bV ,
Suppose, one is interested to know the
required time for an initial speed of Vi to a

final velocity Vf with Vf < Vi. As stated
the answer will involve definitely t = m

bVf
×

dimensionless quantity. The actual calcu-
lation in fact yields t = m

bVf

(
Vi−Vf

Vi

)
which

diverges as Vf → 0. The involvement of(
m

bVf

)
is the key factor in describing the

motion.

Now for n = 2, S = g(2)m
b , indepen-

dent of velocity. However, intuitively speak-
ing, the stopping distance S should depend
on the speed V0. Physically, a large initial
speed Vi requires reasonably some non-zero
distance to slow down to a small speed Vf .
Hence, as a result, the total distance is infi-
nite for n ≥ 2 due to the fact that g(n) is
infinite. Thus, it is interesting to note that
for n 6= 1, t and S are either both finite or
infinite. For n = 1, the total time is in-
finite while the total distance turns out be
finite. We invite a careful reader to inves-
tigate the damping motion of a point par-
ticle under the force −beαv (where b and α

are dimensionful constants). DA predicts
that t = m

bα f (αv). If one assumes α → 0,
f (αv) → αv, then t = mv

b . This is natural
as for a constant acceleration, velocity is lin-
early proportional to time. The computation
involving the equation of motion yields that

t =
( m

bα

)
e−αVf [1− e−α(Vi−Vf )] (4)

In the limit α → 0, we note that V(t) =

Vf − bt
m . In the same vein, one can find out

the stopping distance S = m
bα2 g(αv). In the

limit α → 0, S ∝ t2, a characteristic feature
of particle moving under a constant acceler-
ation. Another interesting force F = maoe−bt
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also requires careful analysis from dimen-
sional approach. In such a situation V =
a0
b f (bt) while S = − a0

b2 g(bt). The dimen-
sionless functions f (bt) and g(bt) however
to be guessed or determined from the limit
t→ ∞.

3. Magnetic Vector Potential
in Electromagnetism

We are interested to compute the vector po-
tential (~A) [16] of an infinitely long straight
wire carrying a uniform current I at a dis-
tance r from its axis. This problem is a stan-
dard textbook [17] one if it is asked to com-
pute the magnetic field ~B = ~∇× ~A. How-
ever, we will indicate some features of this
problem to another electrostatic problem of
finding potential of infinitely long wire hav-
ing linear charge density [18, 19, 20, 21]. In
fact, this electrostatic problem is indeed a
starting simple problem to understand reg-
ularization and renormalization in field the-
ory.

To approach the problem from DA, we
first note the dimensions of the following
quantities which will be needed immedi-
ately. From simple basic electromagnetic
theory, we find that

[µ0] = [MLT−2 I−2]

[B] = [ML0T−2 I−1]

[A] = [MLT−2 I−1] (5)

According to DA, by demanding [A] =

[µ0]
x[I]y[r]z, we come to the conclusion that

A = kµ0 I (6)

with k being a dimensionless constant. The
potential in this case is completely dictated
by the constant current (like the same situ-
ation for infinitely long wire having linear
charge density) and is proportional directly
to the current. However, the potential is in-
dependent of distance and hence, the mag-
netic field generated by this current van-
ishes. Similarly, if we now check the depen-
dence of magnetic field on the parameters of
the problem by assuming [B] = [µ0]

x[I]y[r]z,
we note that

B = k1
µ0 I

r
(7)

with k1 being another dimensionless con-
stant. It is noticed clearly that the magnetic
field is non-zero and varies inversely with
distance. This prediction of field is however
consistent with the field obtained from stan-
dard Ampere’s circuital as

~B =
µ0 I
2πr

φ̂ (8)

assuming the current in the +z direction.
Moreover, the magnetic field indeed satis-
fied the Maxwell’s second equation namely

~∇ · ~B =
1
r

∂

∂r
(rBr) +

1
r

∂Bφ

∂φ
+

∂Bz

∂z
= 0 (9)

indicating the absence of magnetic
monopole. So, DA predicts correctly
the magnetic field but not the vector poten-
tial because the constant potential gives a
zero magnetic field.
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So, whats going on here? Let us do a
first principle calculation of the vector po-
tential due to an infinitely long straight wire.
The vector potential at a distance r from the
axis of the wire can be computed as:

~A(r) =
µ0 I
4π

k̂
∫ ∞

−∞

dz√
r2 + z2

=
µ0 I
4π

k̂ log(z +
√

r2 + z2)|∞−∞(10)

From the above equation (10) it is clear that
~A(r) diverges and is not finite. Although the
vector potential is unphysical but the phys-
ically measured field ~B = ~∇× ~A 6= ∞. To
see the independency of distance, we fur-
ther move forward to obtain

~A(λr) =
µ0 I
4π

k̂
∫ ∞

−∞

dz√
(λr)2 + z2

=
µ0 I

4πrλ
k̂
∫ ∞

−∞

dz√
r2 + (z/λ)2

=
µ0 I
4π

k̂
∫ ∞

−∞

dt√
r2 + t2

(11)

where we have replaced t = z
λ . From the

above equation (11) it is clear that the vec-
tor potential is independent of distance r as
predicted by DA. A closer look at the inte-
gral equation (10) suggests that the integral
is indeed scale-invariant. To see this more
transparently, we rescale the argument r by
a constant factor λr. Like the previous situ-
ation, a quick inspection by the substitution
of t = z

λ reveals the important scale invari-
ant relation gven by

~A(λr) = ~A(r) (12)

This means that ~A remains same no mat-
ter at what distance it is observed. For any

two points r1 and r2, the potential satisfies
~A(r1) = ~A(r2). This is possible if we think
of a constant infinite ~A. Although the po-
tential is same at two points, one can still
get a non-zero difference between the two
infinities. Loosely speaking, we can find a
unique difference between two infinities by
some regularization [18, 19, 20, 21].

Let us approach this problem from an-
other angle. To avoid the divergence at the
upper and lower limits of the integral in
equation (10), we put the limits to ±Λ ac-
cordingly and then we can consider the in-
finite wire (with uniform current) as a limit-
ing case Λ� r. Then, the vector potential at
a distance r will be

~A(r, Λ) =
µ0 I
4π

k̂
∫ Λ

−Λ

dz√
r2 + z2

=
µ0 I
2π

k̂
∫ Λ

0

dz√
r2 + z2

=
µ0 I
2π

k̂ log

(
Λ
r
+

√
1 +

Λ2

r2

)
(13)

Moreover, the vector potential in equation
(13) does indeed satisfy the Coulomb gauge
condition

~∇ · ~A =
1
r

∂

∂r
(rAr)+

1
r

∂Aφ

∂φ
+

∂Az

∂z
= 0 (14)

since Az is independent of z. It is evident
that the potnetial is finite everywhere so
long as the cut-off is finite.Thus, the finite-
ness of the potential is rendered by the
upper-cutoff used in the first principle cal-
culation. Now, if we calculate the magnetic
field from the relation ~B = ~∇× ~A = −φ̂ ∂Az

∂r
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appropriate to the cylindrical symmetry of
the problem, then we obtain

~B = −φ̂
µ0 I
2π

(
1

Λ +
√

Λ2 + r2

r√
Λ2 + r2

− 1
r

)
(15)

Note that a real wire has a finite length
and as a result, the vector potential as well as
the magnetic field is finite at any distance.

The presence of this cut-off Λ however
breaks the translational symmetry of the
original problem along the axis of the wire.
The vector potential is not invariant under
the transformation r′ → r + c as can be
easily from the above equation (13).

For large cut-off (Λ � r), one can ap-
proximate the argument of the logarithm
function to obtain

~A(Λ, r) ≈ µ0 I
2π

k̂ log
(

2Λ
r

)
= −µ0 I

2π
k̂ log

(
r
r0

)
+

µ0 I
2π

k̂ log
(

2Λ
r0

)
(16)

Thus we see that the magnetic vector po-
tential in the vicinity of a straight wire is
a vector field parallel to the wire. For in-
finite length of the wire the magnetic vec-
tor potential turns out to be infinite. How-
ever, for a finite length, the vector poten-
tial given exactly by equation (13) is finite.
For finite length resembling close to long in-
finie wire, the vector potential is approxi-
mated by equation (16). We have written
the formula of the vector potential in a form

µ0 I
2π F(Λr). It turns out from the computation
that F(Λr) has the dimensionless logarithm
function. This is precisely the reason for
not obtaining the explicit dependence of dis-
tance. We have introduce a lengthscale r0 to
set the zero of the vector potential ~A. Thus,
the reason for the infinity in ~A as Λ → ∞
is that we have tried to set ~A(∞) = 0. This
is not possible when the current distribution
itself extends to infinity. For the boundary
condition ~A(r) → 0 as r → ∞ is essen-
tially valid for the localized current distribu-
tion in a finite regime ( in particular the cur-
rent density ~J(r) must fall off faster than 1

r
as r → ∞). This is reminiscent of the electro-
static potential [18, 19, 20] of an infinite long
straight wire uniformly charged with charge
p per unit length given by

φ(p, ρ) =
p

2πε0
log
(

2Λ
ρ

)
(17)

And in the same limit (Λ � r),
from equation (15) the physically observable
magnetic field is given by

~B = φ̂
µ0 I
2πr

(18)

and is consistent with the result computed
even from the equation (16). The vector
potential is formally infinite as Λ → ∞,
however the physically observable quantity
being the magnetic field should be indepen-
dent of cutoff Λ and finite at all points. In
fact as long as the vector potential has the
form given by equation (16), the magnetic
field is finite and given by the equation (18).
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Is there a simple way to understand the
logarithmic function appearing in the equa-
tion (16)? This can be visualized in the fol-
lowing way from the scale invariant equa-
tion (12). With the restriction on the form of
the vector potential satisfying equation (12),
it is easy to frame the differential equation
for A as

r
∂A(λr)

∂λ
= 0

λ
∂A(λr)

∂r
= A′(r)

z
∂2A
∂z2 +

∂A
∂z

= 0 (19)

with z = λr as the dimensionless vari-
able. The equation (19) has a generic solu-
tion given by A(z = λr) = log(λr).

Essentially, the reference point is the
key in this particular problem, It is shown
and argued clearly that the reference point
cannot be taken at infinity ( i.e. ~A(r) 6= 0 at
r → ∞). In fact there is a point (r0) between
zero and infinity where the vector poten-
tial indeed vanishes. A careful look into the
problem reveals that the current distribution
is not confined to a finite region. That’s why
the potential cannot go to zero at infinity. A
better way of treating this type of problem
is through the appropriate differential equa-
tion for the vector potential in a finite do-
main having cylindrical symmetry [22].

3.1 Computation of Vector Potential
From the Field

In the previous section we have computed
the magnetic field from the vector potential.

Is it possible to compute the vector poten-
tial from the magnetic field uniquely? Note
that due to gauge transformation, one can
always add some gradient of a smooth func-
tion χ(r, t) to obtain the same magnetic field
(~A′ = ~A + ~∇χ, ~B′ = ~∇× ~A′ = ~B). Since,
the field ~B possesses only the φ component,
therfore, the relevant φ component of the
cylindrical curl is required for the computa-
tion of the vector potential. Hence, the nec-
essary first order partial differential equa-
tion for the potential will be

∂Ar

∂z
− ∂Az

∂r
=

µ0 I
2πr

(20)

Moreover, the symmetry of the problem
clearly indicates that ~A cannot be a function
of z since the current carrying wire is uni-
form with z. Therefore, we have a simple
equation given by

− ∂Az

∂r
=

µ0 I
2πr

(21)

with the solution

Az = −
µ0 I
2π

log r + C (22)

The integration constant C needs the appro-
priate boundary condition for this particular
problem as mentioned earlier. In fact, if we
choose the zero reference of Az at r = r0,
then we eventually get the correct expres-
sion for z component of the the vector po-
tential as

Az(r) = −
µ0 I
2π

log
(

r
r0

)
(23)

consistent with the first term in equation
(16). However, we can always add some
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constant with the above function of Az(r) (
as is done through the second term in equa-
tion (16) ) which can give the same magnetic
field. In other words, one can always add
any vector with zero curl without altering
the magnitude of the magnetic field. Thus,
the uniqueness of the vector potential is not
restored from this formulation.

3.2 Field and Potential Inside a
Cylindrical Wire

We are interested to comment on the vector
potential inside the cylindrical wire of ra-
dius R. Because of the presence of this ex-
tra length scale R, we propose the vector po-
tential and the corresponding field should
depend on the parameters in the following
way

[A] = [µ0]
x[I/R2]y[r]z

[B] = [µ0]
p[I/R2]q[r]s (24)

Thus. DA predicts the variation of the po-
tential and the field as

A =

(
µ0 I
R2

)
r2

B =

(
µ0 I
R2

)
r (25)

showing the finiteness at any point. Again
computation via Ampere’s circuital law
yields

∮
~B · d~l = µ0 Ir2

R2

~B =
µ0 I

2πR2 r φ̂ (26)

consistent with the DA prediction. Since the
magnetic field is along the azimuthal direc-
tion we can now obtain the vector potential
from the equation

∂Ar

∂z
− ∂Az

∂r
=

(
µ0 I

2πR2

)
r (27)

Again, the wire being long enough, there
cannot be a variation with respect to z. Thus
the only non-zero component of the vector
potential should satisfy

− ∂Az

∂r
=

(
µ0 I

2πR2

)
r (28)

The solution of the above equation (28) is
identified as

~A(r) = −
(

µ0 I
4πR2

)
r2 ẑ (29)

consistent with the DA result shown above.
Thus, in this case there is no breakdown of
DA to compute the field as well as the vector
potential. Besides, like previous situation,
~∇ · ~B = 0 and Coulomb gauge ~∇ · ~A = 0
are indeed satisfied.

4. Critical Phenomenona in
Statistical Mechanics

In this section, we would like to present a
situation of violation of DA in equilibrium
statistical mechanics namely in critical phe-
nomena and phase transition [23, 24]. Lan-
dau theory of critical phenomena [25] starts
with an effective theory (Φ4 ) with a fluctu-
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ating field Φ in an external magnetic field h

He f f [Φ] =
∫ [1

2
(∇Φ)2 +

1
2

r0Φ2

+
1
4

u0Φ4 − hΦ
]

ddx

(30)

The partition function of this system is
defined as

Z =
∫
[DΦ] e−He f f [Φ] (31)

From the above two definitions, we can
easily find out the dimensions of the pa-
rameters in the above model Hamiltonian.
Since, He f f is dimensionless, then the di-

mension of [Φ] = L1− d
2 subsequently, it is

easy to notice that

[r0] = [L]−2

[u0] = [L]d−4

[h] = [L]−
2+d

2 (32)

Again from phenomenological ground, it
is assumed that r0 ∝ (T − Tc), where Tc

denotes the critical transition temperature.
Now, the two point correlation function is
defined as

G(~r−~r′) =
〈
Φ(~r)Φ(~r′)

〉
=

∫
[DΦ] e−He f f [Φ]Φ(~r)Φ(~r′)∫

[DΦ] e−He f f [Φ]
(33)

Physically speaking, G(~r −~r′) provides one
a direct measure of the influence of the lead-
ing microscopic fluctuations of the order pa-
rameter present at~r on the behavior at~r′ in
the system. Using the dimension of Φ, we

find the dimension of G(~r −~r′) as [L]d−2.
However, experimental observations sug-
gest that at the critical transition tempera-
ture Tc, the correlation function at any ar-
bitrary dimension d varies with distance as
power law exponent η defined as:〈

Φ(~0)Φ(~r)
〉
∼ 1
|~r|d−2+η

(34)

It is noticed that naive engineering dimen-
sional analysis agrees with η = 0 irrespec-
tive of any spatial dimension but the experi-
mental data reveal the non-zero finite value
(for example η = 1

4 for 2d Ising model).
Thus, the non-zero value of η in Landau the-
ory seems to violate the naive DA. In fact,
the prediction η = 0 typically results from
the neglect of fluctuations in mean field the-
ory.
In other words, we can correct this through
some another length scale L such that G(~r−
~r′) must have a dimension L−η to save the
principle of homogeneity in equation (34). A
careful study however indicates that the vi-
olation originates from another length scale
in the problem apart from only and one cor-
relation length ξ as defined in the phase
transition. The most important correlation
length ξ ∼ r−1/2

0 diverges at the temper-
ature approaces Tc. For example, the mi-
croscopic length scale such as lattice spac-
ing a or some cut-off in the original problem
must be included in the dimensional analy-
sis. However, close to the critical point, the
nicroscopic length scale can be ignored be-
cause of the emergnece of the infinite cor-
relation lenth ξ. This is not only the length
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scale in the problem and there may be other
relevant length scales equally important in
such situation. In fact, physics at all length
scales needs to be undertaken to understand
the critical behavior and exponents in the
phase transition. Note that power-law de-
pendence on distance implies that there is
no length scale inherent in the system and
hence, a scale invariance is noticed. If one al-
lows r → r′ = br alongwith Φ→ Φ′ = bωΦ,
then we easily notice from (34) that the scale
invariancy is restored only if ω = d−2+η

2 .
The factor b thus drops out from the both
sides of the equation (34). The non-zero
value of η and this breakdown can be han-
dled in the framework of renormalization
group along with valid scaling theory[23].

5. Conclusion

In this article we have presented few ex-
amples from classical mechanics, electrody-
namics and critical phenomenon where the
breadown of DA occurs. We have pointed
out the reason for such breakdown of this
wonderful technique in theoretical physics.
The three problems presented here share es-
sentially some common divergences in their
parameters. If the dimensionless factor in-
volving some parameters in course of DA is
of the order of unity, then DA will be able
to give correct consistent prediction incom-
mensurate with the physical situation. In-
stead if the dimensionless factor turns out to
be either zero or infinity, then this DA will
breakdown and thus cannot be used a con-

sistency check or prediction of the physical
problems.
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Abstract 

Clipping circuits which help in removing 

positive or negative part of waveform are 

often found difficult to understand when it 

comes to analysing the circuit and 

predicting the output waveform. Learning is 

enhanced only if the circuits are analysed 

critically. This article analyses clipping 

circuits in depth and suggests creative ways 

to understand them.  

Keywords: clipping, transition voltage 

1. Introduction 

Performing electronics experiments is a 

challenging task, considering the fact that if 

you happen to make wrong connection you 

can even end up shorting a component.  So 

if we analytically perform electronics 

experiments the probability of making a 

faulty connection reduces drastically. One 

such undergraduate electronics experiment 

is that of a clipping circuit. A clipper is a 

circuit that removes either positive or 

negative parts of a waveform.1 

Depending on whether diode is 

connected in series or in shunt position it is 

called series or shunt clipper respectively. 

Further if external battery supply is applied 

it is called a biased clipper. Now the 

question arises how to make students 

understand clippers profoundly? 

 

 

 

2. Positive and Negative Clipper  

   First we start with basics to that of 

differentiating between a positive and a 

negative  

clipper. If the positive half of signal is 

clipped then it is called positive clipper and 

if the signal’s ngative half is clipped then it 

is called negative clipper. Further whether 

the diode is connected in series or in 

parallel with the output the clipper is called 

series or shunt clipper respectively. 

 If we only ask students which half of the 

signal is clipped to understand whether it is 

a positive clipper or a negative clipped we 

will be lacking in providing them an 

insight. We should ask students instead to 

simultaneously observe both input and 

output waves so that they can observe the 

effect of using the circuit on input wave. 

Ask them to compare peak to peak voltages 

and also the time period. Amplitude of 

input  

 

 

 

and output signal (Fig. 1(b)) is 1V and time 

period is 1ms. This will help them in a 

better visualisation of both signals. 
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Fig. 1 Shunt positive clipper a) Circuit 

diagram  b) Output waveform 

Similarly diode connected in opposite 

direction in Fig1a) will form shunt negative 

clipper. Alternatively when the diode is 

connected in series with the output it will 

form series positive or negative clipper 

depending upon in which direction diode is 

connected. Comparison of all waveforms   

will help us in understanding all four types 

of clippers profoundly, the simplest means 

being comparing the amplitude, time period 

and pattern of waveform. 

3. Biased Clipper 

A biased clipper is one in which an external 

power supply controls the shape of output 

wave2. Depending upon whether a positive 

or negative power supply is given to the 

diode, output signal will be cut accordingly. 

For biased waveform before looking at the 

output waveform students should be able to 

predict the results. For this the transition 

voltage is the key factor2. Here transition 

voltage is the voltage supplied externally to 

the diode circuit. Fig.2 shows a biased 

clipper with 5 V input signal. Here the 

external supply of V Volts competes with 

the input signal of 5 Volts amplitude. 

Whether the diode will be in ON or OFF 

state will be determined by the competition 

between the two. 

 

 Fig. 2 Biased clipper with 5V input signal 

Here V Volts is transition voltage. For 

positive half cycle, if input voltage vi is 

greater than V Volts the diode will be in 

OFF state and if vi is less than V Volts then 

diode will be in ON state. For negative half 

cycle the diode will be in ON state. In ON 

state diode will be conducting and for the 

case of ideal diode with zero potential drop 

it will act as short circuit and output will be 

V Volts. During OFF state diode will act as 

open circuit and the entire signal will 

appear as it is at the output. Figure 3 shows 

output of circuit in Fig.2.Here the input and 

output waves are superimposed to have a 

clear picture of clipping output and 

simultaneously compare it with input. Here 

a sinusoidal input wave is taken with 

amplitude of 5V.  External supply is taken 

to be 1V, 2V and 3V respectively for the 

three cases. Accordingly the output wave 

shifts by 1V in each case. 

 

a) 

b) 

a) 

2
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Fig. 3 Output waveforms of a biased 

clipper circuit (Fig. 2) with input voltage of 

amplitude 5 V and external supply of a) 1V 

b) 2V c) 3V. 

4. Conclusion 

Analysis of circuit and waveform 

profoundly helps in a better understanding 

of clipping circuits. Creativity in teaching 

electronic circuits enhances learning 

experience and makes it easy. 
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