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## EDITORIAL

As this issue of Physics Education reaches the readers, the Nobel prizes for the year 2018 had been announced. The physics prize is shared by Professors Arthur Ashkin, Gerard Mourou and Donna Strickland for their work in laser physics. This year's prize honours the scientists for their work on optical tweezers, which allows for optical tools to pick and manipulate atoms, small objects like bacteria and the like. It also honours the work on chirped pulse amplification that helps create highly intense laser radiation.

Apart from the science part of it, this years prizes have garnered attention for other reasons too. Professor Donna Strickland becomes the third woman to win the physics Nobel prize and the last time it happened was in the year 1963 when Maria Goeppert Mayer won the prize for her work on nuclear physics. Incidentally, adding to many first, Professor Ashkin became the oldest scientist at 96 years of age to have been awarded the Nobel prize.

Finally contributions of women to physics is beginning to recognised. This should inspire many more women to consider physics research and teaching as a career option. It is interesting to note that Maria Mayer did not have a salaried position until four years before she got the Nobel prize. Strickland's biographical entry in Wikipedia, the widely read open encyclopedia, was rejected because apparently she was not notable enough to deserve a place in Wikipedia. Clearly, it was and even now is not always a level playing for women physicists. Hopefully, this year's Nobel prize will bring about some long overdue changes for the women physicists.

M. S. Santhanam<br>Chief Editor<br>Physics Education
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#### Abstract

The aim of this compilation is to present all the Physics Nobel prizes to the curious readers in a tabular form (easy to read and find) who are not only interested to know about the Nobel Laureates but also about the growth of physics concepts with time which have attracted the awards.
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The Nobel Prize in Physics is a yearly award given by the Royal Swedish Academy of Sciences for those who conferred the most outstanding contributions for mankind in the field of physics [1]. It is one of the five Nobel Prizes established by the will of Alfred Nobel in 1895 and awarded since 1901; the others being the Nobel Prize in Chemistry, Nobel Prize in Literature, Nobel Peace Prize, and Nobel Prize in Physiology or Medicine. The first Nobel Prize in Physics was awarded to physicist Wilhelm Röntgen in recognition of the extraordinary services he has rendered by the discovery of the remarkable rays (or x-rays). This award is administered by the Nobel Foundation and widely regarded as the most prestigious award that a scientist can receive in physics. It is presented in Stockholm at an annual ceremony on 10 December, the anniversary of Nobel's death. Through 2017, a total of 111 Physics Nobel Prizes have been awarded to a total of 207

Physics Nobel Laureates (as John Bardeen has been awarded twice there are 206 individuals who have been awarded the Nobel Prize in Physics since 1901) and only two women have won the Nobel Prize in Physics: Marie Curie in 1903, and Maria Goeppert Mayer in 1963.


There is no other prize in the intellectual realm with the prestige of the Nobel Prizes. They also have a visibility that can hardly be compared to any other. In an age of science and technology in which we are gradually losing whole sets of values, fundamentally humanistic ones, the Nobel Prizes are one of our last bastions. We seek in them a reference, not only of excellence, but of honesty, enthusiasm, commitment to ideals, that inspires both laymen and professionals. Many of the winners were recognized among his peers as unique individuals, long before they were awarded the Prize. And afterwards they have continued to behave like people with great human qualities. That is why knowing about them (Nobel Laureates) and their contribution
(awarded discoveries) towards science and technology can be a tremendous inspiration and example for the young students from all over the world. Of all the Nobel Prizes have a more fundamental character and there is a degree of truth associated with them and they all help to build what we might call the "Great Humanity". Their findings not only generate progress and allow society to develop, but also help us to know ourselves. Detailed knowledge about the laws and mechanisms governing Nature may have no immediate application, but make us aware of our own place in the Universe, help us to be more modest, more aware of our environment.
The aim of this compilation is to present all the Physics Nobel prizes to the curious readers in a tabular form (easy to read and find) who are not only interested to know about the Nobel Laureates but also about the growth of physics concepts with time which have attracted the awards.

## Some most interesting facts about Nobel Prizes:

- In the statutes of the Nobel Foundation it says: "If none of the works under consideration is found to be of the importance indicated in the first paragraph, the prize money shall be reserved until the following year. If, even then, the prize cannot be awarded, the amount shall be added to the Foundation's restricted funds."
- Posthumous nominations can't be made for Nobel Prizes. If during consideration, the nominee dies, his name is removed. But if a person dies after being announced as the winner, a posthumous award is given.
- More than three people can't share a Nobel Prize.
- The Curies (Marie and Pierre Curie) comprised a very successful 'Nobel Prize family'. Marie Curie herself was awarded two Nobel Prizes - In 1903, she along with Pierre Curie (husband) was awarded half the Nobel Prize in Physics. In 1911 she was awarded the Nobel Prize in Chemistry. One of Marie and Pierre Curie's daughters, Irène Joliot-Curie, was awarded the Nobel Prize in Chemistry in 1935 together with her husband Frédéric Joliot.)
- To date, the youngest Nobel Laureate in Physics is Lawrence Bragg, who was 25 years old when he was awarded the Nobel Prize together with his father in 1915.
- The average age of Nobel laureates, across all prize categories, is 59. But the oldest prizewinner was 90 -year-old Leonid Hurwicz, who won the Economics Nobel (technically called the Sveriges Riksbank Prize in Economics Sciences in Memory of Alfred Nobel) in 2007. The youngest winner is Malala Yousafzai. She won the Peace Prize in 2014 when she was 17 years old.
- There is often a substantial delay between when a scientist makes a Nobel-worthy discovery and receiving the award-the average time varies from 20 to 30 years, depending on the award category. Sometimes the wait is even longer
- Father \& son awarded the Nobel Prize in Physics:
William Bragg and Lawrence Bragg, 1915
J. J. Thomson, 1906 and George Paget

Thomson, 1937
Niels Bohr, 1922 and Aage N. Bohr, 1975
Manne Siegbahn, 1924 and Kai M. Siegbahn, 1981





|  |  |  | microscope" <br> 66. |
| :---: | :--- | :--- | :--- |
| 1952 | Felix Bloch and Edward Mills <br> Purcell | "for their development of new methods for nuclear <br> magnetic precision measurements and discoveries in <br> connection therewith" |  |
| 67. | 1951 | Sir John Douglas <br> Cockcroft and Ernest Thomas Sinton <br> Walton | "for their pioneer work on the transmutation of <br> atomic nuclei by artificially accelerated atomic <br> particles" |
| 68. | 1950 | Cecil Frank Powell | "for his development of the photographic method of <br> studying nuclear processes and his discoveries <br> regarding mesons made with this method" |
| 69. | 1949 | Hideki Yukawa | "for his prediction of the existence of mesons on the <br> basis of theoretical work on nuclear forces" |
| 70. | 1948 | Patrick Maynard Stuart Blackett | "for his development of the Wilson cloud chamber <br> method, and his discoveries therewith in the fields of <br> nuclear physics and cosmic radiation" |
| 71. | 1947 | Sir Edward Victor Appleton | "for his investigations of the physics of the upper <br> atmosphere especially for the discovery of the so- <br> called Appleton layer" |
| 85. | 1946 | Percy Williams Bridgman | "for the invention of an apparatus to produce <br> extremely high pressures, and for the discoveries he <br> made therewith in the field of high pressure physics" |
| 73. | 1945 | Arthur Holly Compton | Wolfgang Pauli | | "for the discovery of the Exclusion Principle, also |
| :--- |
| called the Pauli Principle" |


|  |  |  | charged particles visible by condensation of vapour" |
| :---: | :---: | :---: | :---: |
| 87. | 1926 | Jean Baptiste Perrin | "for his work on the discontinuous structure of matter, and especially for his discovery of sedimentation equilibrium" |
| 88. | 1925 | James Franck and Gustav Ludwig Hertz | "for their discovery of the laws governing the impact of an electron upon an atom" |
| 89. | 1924 | Karl Manne Georg Siegbahn | "for his discoveries and research in the field of Xray spectroscopy" |
| 90. | 1923 | Robert Andrews Millikan | "for his work on the elementary charge of electricity and on the photoelectric effect" |
| 91. | 1922 | Niels Henrik David Bohr | "for his services in the investigation of the structure of atoms and of the radiation emanating from them" |
| 92. | 1921 | Albert Einstein | "for his services to Theoretical Physics, and especially for his discovery of the law of the photoelectric effect" |
| 93. | 1920 | Charles Edouard Guillaume | "in recognition of the service he has rendered to precision measurements in Physics by his discovery of anomalies in nickel steel alloys" |
| 94. | 1919 | Johannes Stark | "for his discovery of the Doppler effect in canal rays and the splitting of spectral lines in electric fields" |
| 95. | 1918 | Max Karl Ernst Ludwig Planck | "in recognition of the services he rendered to the advancement of Physics by his discovery of energy quanta" |
| 96. | 1917 | Charles Glover Barkla | "for his discovery of the characteristic Röntgen radiation of the elements" |
| 97. | 1915 | Sir William Henry Bragg and William Lawrence Bragg | "for their services in the analysis of crystal structure by means of X-rays" |
| 98. | 1914 | Max von Laue | "for his discovery of the diffraction of X-rays by crystals" |
| 99. | 1913 | Heike Kamerlingh Onnes | "for his investigations on the properties of matter at low temperatures which led, inter alia, to the production of liquid helium" |
| 100. | 1912 | Nils Gustaf Dalén | "for his invention of automatic regulators for use in conjunction with gas accumulators for illuminating lighthouses and buoys" |
| 101. | 1911 | Wilhelm Wien | "for his discoveries regarding the laws governing the radiation of heat" |
| 102. | 1910 | Johannes Diderik van der Waals | "for his work on the equation of state for gases and liquids" |
| 103. | 1909 | Guglielmo Marconi and Karl Ferdinand Braun | "in recognition of their contributions to the development of wireless telegraphy" |
| 104. | 1908 | Gabriel Lippmann | "for his method of reproducing colours photographically based on the phenomenon of interference" |
| 105. | 1907 | Albert Abraham Michelson | "for his optical precision instruments and the spectroscopic and metrological investigations carried out with their aid" |
| 106. | 1906 | Joseph John Thomson | "in recognition of the great merits of his theoretical and experimental investigations on the conduction of electricity by gases" |
| 107. | 1905 | Philipp Eduard Anton von Lenard | "for his work on cathode rays" |
| 108. | 1904 | Lord Rayleigh (John William Strutt) | "for his investigations of the densities of the most important gases and for his discovery of argon in connection with these studies" |


| 109. | 1903 | Antoine Henri Becquerel | "in recognition of the extraordinary services he has rendered by his discovery of spontaneous radioactivity" |
| :---: | :---: | :---: | :---: |
|  |  | Pierre Curie and Marie Curie, née Sklodowska | "in recognition of the extraordinary services they have rendered by their joint researches on the radiation phenomena discovered by Professor Henri Becquerel" |
| 110. | 1902 | Hendrik Antoon Lorentz and Pieter Zeeman | "in recognition of the extraordinary service they rendered by their researches into the influence of magnetism upon radiation phenomena" |
| 111. | 1901 | Wilhelm Conrad Röntgen | "in recognition of the extraordinary services he has rendered by the discovery of the remarkable rays subsequently named after him" |
| $\mathrm{e} \text { th }$ | $\begin{aligned} & z e \boldsymbol{w} \\ & \text { ere } \end{aligned}$ | arded in 1916, 1931, 1934, 1940, awarding due to the world wars. | and 1942. In 1916, 1940-42 it is quite reasonable to |

[1]. https://www.nobelprize.org/nobel_prizes/physics/laureates/
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#### Abstract

In this article, we describe a very simple technique to locate naked-eye planets in the sky, to an accuracy of $\sim 1^{\circ}$, up to say, 2050 AD. The procedure, comprising just three steps, involves very simple manual calculations for planetary orbits around the Sun; all one needs are the initial specifications of planetary positions for some standard epoch and the time periods of their revolutions. After applying a small correction for the orbital ellipticity, appearance of a planet relative to Sun's position in sky, as seen by an observer from Earth, is found using a scale and a protractor (found inside a school geometry box).


## 1 Introduction

Quite often, seeing a bright star-like object in the evening sky (or in the morning sky for the early birds!) many of us would have wondered whether it is a planet and if so, which one. To be able to actually locate a planet in the sky is something that could be thrilling to most of us and occasionally
it provides us an opportunity to impress our friends and acquaintances. Although daily planetary positions could be obtained from the professional ephemeris [1] or simply from the internet, yet it is very instructive and much more satisfying to be able to calculate these ourselves, starting from, say, one of Kepler's famous laws, which states that planets go around Sun in elliptical paths.

The path that Earth takes in the sky is called the ecliptic. The familiar Zodiac constellations are just divisions of the ecliptic into twelve parts. Sun as well as planets, as seen from Earth, also appear to move along the ecliptic and pass through the Zodiac constellations. The angle along the ecliptic is called longitude (denoted by $\lambda$ ), measured eastwards, that is, anti-clockwise, from $0^{\circ}$ to $360^{\circ}$. Its origin, $\lambda=0^{\circ}$, is known as the First Point of Aries, the position Sun occupies on the ecliptic around 21st of March every year.

The first step in our exercise would be to calculate the longitude of a planet as well as that of Earth around Sun. We initially
consider the planets to revolve around Sun in uniform circular motion. However, this will entail a correction since the actual orbits are elliptical where the angular speed is not uniform. In second step we employ a precomputed table to find the necessary corrections. From another table we also determine distances of planets from Sun. In a third and final step, we plot the distances along the corrected longitudes of chosen planet as well as that of Earth centred around Sun on a graph sheet or a chart, using a scale and a protractor (found inside a school geometry box) and measure the angle between the planet and Sun as seen from Earth, which allows us to locate the planet in the sky.

## 2 Step 1: Longitude in a circular orbit

First we consider the planets to move around Sun in circular orbits with uniform angular speeds. We need longitudes of planets in their orbits around Sun on some initial date. Here we take 1st January, 2000, 00:00 UT as our initial date [2] for which we have listed the longitudes $\left(\lambda_{i}\right)$ of the planets (Table A1). Also listed in Table A1 is the pe$\operatorname{riod} T$ (days) of revolution of each planet [3]. From $T$ we get the mean angular speed of the planet as $\omega_{0}=360 / T$ ( ${ }^{\circ} /$ day). We denote the Mean Longitude of the planets in the imaginary circular orbit for subsequent dates as $\lambda_{0}$.

As an example, we calculate the mean longitude $\lambda_{0}$ for Venus on 1st October 2018.

The initial longitude of Venus (on 01.01.2000), $\lambda_{i}=181.2^{\circ}$.

The mean angular speed of Venus, $\omega_{0}=$ $1.60213^{\circ}$ /day

No. of days between 01.01.2000 and $01.10 .2018, N=365 \times 18+273+5=6848$ (including 5 leap days).

The mean angle traversed duration this period, $\omega_{0} N=1.60213 \times 6848=10971.4^{\circ}$.

So, on 01.10 .18 the mean longitude of Venus, $\lambda_{0}=181.2+10971.4=11152.6^{\circ}$.

After taking out 30 complete orbits in integer multiple of $360^{\circ}$, we get mean longitude of Venus, $\lambda_{0}=11152.6-360 \times 30=$ $352.6^{\circ}$.

As another example we also calculate the mean longitude of Jupiter on 01.10.18, $\lambda_{0}=34.3+0.08309 \times 6848=603.3^{\circ}$. After taking out one complete cycle, the mean longitude of Jupiter on 01.10.18 is $\lambda_{0}=243.3^{\circ}$.

We also need to calculate the mean longitude of Earth on 01.10 .18 as $\lambda_{0}=100+$ $0.98561 \times 6848=6849.5^{\circ}$. Or the mean longitude of Earth on 01.10.18 is $\lambda_{0}=9.5^{\circ}$ (after taking out 19 complete orbits).

## 3 Step 2: Correcting for the elliptical motion

The orbits of planets around Sun are elliptical and as a result their angular speeds are not exactly uniform. The corrections in the longitudes of some of the planets due to this variation in their angular speeds could be substantial. To correct for the elliptical motion, here we employ Table A2, computed
based on the formulation derived in [4]. Entries for each planet in Table A2 also account for the orientation of its elliptical orbit within the ecliptic plane, specified by the longitude of the perihelion, where perihelion is the point closest to the Sun on the elliptical orbit of the planet.

The correction from the Table A2 for Venus for $\lambda_{0}=352.6$ is $-0.3^{\circ}$. Therefore corrected longitude is $\lambda=352.6-0.3=352.3^{\circ}$.

The correction for Jupiter for $\lambda_{0}=$ $243.3^{\circ}$ is $-3.8^{\circ}$, with corrected longitude $\lambda=243.3-3.8=239.5^{\circ}$.

Similarly we calculate the corrected elliptical longitude for Earth as $\lambda=7.8^{\circ}$.

## 4 Step 3: Calculating the elongation from Sun

The difference between the geocentric position of a planet and Sun is called the elongation $(\psi)$ of the planet and it tells us about planet's position in the sky relative to that of the Sun. As we want to find the sky position of a planet, as seen by an observer located on Earth, we need to find the position of Earth too in the ecliptic. Since Earth longitude changes by $\sim 1^{\circ}$ per day, we need Earth position for the same date and time as that of the planet we are interested in.

We have already calculated the ecliptic longitudes of Venus, Jupiter and Earth. For each of these planets we also need to find radii $r$, the distance from Sun, which is listed against $\lambda_{0}$ in Table A3 in AU (Astronomical Unit - the mean distance between Earth and

Sun). For our chosen date of $01 / 10 / 2018, r$ is 0.73 A.U. for Venus, 5.37 for Jupiter and 1.00 A.U. for Earth.

Although one could employ a calculator to compute geocentric longitude and the elongation of the planet [4], however, a manual geometric construction could be much more illuminating. All one needs is a scale and a protractor, usually found in a school geometry box.

Now we plot on a graph sheet or a chart paper the position of Venus at its respective distance 0.73 A.U. (on a suitable scale chosen for 1 A.U.) along its corrected longitude $\lambda=352.3^{\circ}$ (increasing anti-clockwise) around Sun. Similarly we also need to plot the position of Earth on this diagram (see Fig. 1).

To locate a planet in the sky we determine its elongation $\psi$ which is the angular distance measured eastward (that is, anticlockwise) from Sun's position on the ecliptic, as seen from Earth (Fig. 1).

This way, from the chart, we determine the angle $\psi$ between the line joining Earth to the planet and that from Earth to Sun. If $\psi>0$ (measured anti-clockwise from EarthSun line) then the planet position lies to the east of Sun. That means that it will set after the Sun and the planet will be visible above the western horizon in the evening sky. On the other hand, if $\psi<0$, then the planet will rise before the Sun and will be visible in the morning sky above the eastern horizon.

From Fig. 1 we find that on $1 / 10 / 2018$ Venus is $\sim 33^{\circ}$ east of Sun, and it will be


## Sun: $\odot$ Earth: $\oplus$ Venus:q

Figure 1: Elongation of Venus on 1-10-2018.
visible at sunset time about $33^{\circ}$ away from Sun's position in the western sky.

From Fig. 2 we see that on $1 / 10 / 2018$ Jupiter is $\sim 44^{\circ}$ east of Sun, and it will be therefore visible in the evening about $44^{\circ}$ away from Sun's position. Thus in the evening of $1 / 10 / 2018$, one will see two bright objects (Venus and Jupiter) separated about $11^{\circ}$ in the western sky.

As Earth completes a full rotation about its axis in 24 hours, the westward motion of the sky is at a rate $360 / 24=15^{\circ} /$ hour. This is strictly true for the celestial equator, but we can use this as an approximate rotation rate even for the ecliptic, which is inclined at a $23.5^{\circ}$ to the equator. On $1 / 10 / 2018$, therefore, Venus with an eastern elongation $\sim 33^{\circ}$, will set a little more than two hours after sunset, while Jupiter at $\sim 44^{\circ}$ will set slightly less than three hours after sunset.

Elongations of other planets can be calculated in the same way. In this way, one can easily locate the planets in the sky by knowing their elongations with respect to the Sun.

We may add here that all our calculations so far have been for 00:00 hr UT (Universal time) which corresponds to 05:30 hr IST (Indian Standard Time). However it is possible to determine the planetary positions for any other time of the day. For example for our cases of Venus and Jupiter, which are visible in the evening hours on our chosen date of $1 / 10 / 2018$, it might be preferable to take number of days in Step 1 as 6848.5, which would then imply that our calculated positions will be for the same date but for 12:00 UT, corresponding to 17:30 hr IST, locally an evening time.

In Table 1, we have listed the elongations of all five naked-eye planets on 01-10-


Figure 2: Elongation of Jupiter on 1-10-2018.

Table 1: Elongations of planets on 01.10.2018 at 00:00 hr and 12:00 hr UT

| Planet | $00: 00 \mathrm{hr} \mathrm{UT}$ |  |  | $12: 00 \mathrm{hr} \mathrm{UT}$ |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
|  | $\lambda\left(^{\circ}\right)$ | $\psi\left(^{\circ}\right)$ |  | $\lambda\left(^{\circ}\right)$ | $\psi\left(^{\circ}\right)$ |
| Earth | 7.8 |  |  | 8.3 |  |
| Mercury | 213.4 | 7.7 |  | 214.9 | 8.0 |
| Venus | 352.3 | 32.8 |  | 353.1 | 32.4 |
| Mars | 345.6 | 117.9 |  | 345.9 | 117.6 |
| Jupiter | 239.5 | 44.3 |  | 239.6 | 43.9 |
| Saturn | 278.9 | 85.4 |  | 278.9 | 84.9 |

2018 at 00:00 hr UT (5:30 IST) and at 12:00 hr UT (17:30 IST). It should be noted that not only the longitude of each planet around Sun might change by a certain amount, even the longitude of Earth advances by $\sim 1^{\circ}$ in a day, thus affecting the elongation of even Jupiter and Saturn (Table 1), whose angular speeds are relatively small (Table A1).

## 5 CONCLUSIONS

We tried to dispel a general notion that to be able to determine positions of planets in the night sky one requires complex scientific computations, using fast computers. The motive of this article has been to impress upon the reader that such accurate calculations are not really necessary for locating naked-eye planets in sky. It was demonstrated that in just three steps, one can find the positions of planets manually with simple arithmetic calculations. All one needs are the initial specifications of planetary positions for some standard epoch and the
time periods of their revolutions. Then after applying a small correction for the orbital ellipticity, the location of a planet in sky, from the point of view of an Earth-based observer, could be found and thus one could get the thrill of locating a planet at the predicted position in the night sky.
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## Appendix

Table A1: Parameters of the planetary orbits on 01.01.2000, 00:00 UT

| Planet | $\lambda_{i}\left({ }^{\circ}\right)$ | $T$ (days) | $\omega_{0}\left({ }^{\circ} /\right.$ day $)$ |
| :--- | :---: | :---: | :---: |
| Mercury | 250.2 | 87.969 | 4.09235 |
| Venus | 181.2 | 224.701 | 1.60213 |
| Earth | 100.0 | 365.256 | 0.98561 |
| Mars | 355.2 | 686.980 | 0.52403 |
| Jupiter | 34.3 | 4332.59 | 0.08309 |
| Saturn | 50.1 | 10759.2 | 0.03346 |

Table A2: Correction to the longitude for elliptical orbits

| $\lambda_{0}$ | Mercury | Venus | Earth | Mars | Jupiter | Saturn |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | -24.1 | -0.4 | -1.7 | 5.0 | -1.3 | -6.1 |


| 10 | -23.7 | -0.5 | -1.7 | 6.7 | -0.2 | -6.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 20 | -22.4 | -0.5 | -1.7 | 8.2 | 0.8 | -6.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 30 | -20.2 | -0.6 | -1.6 | 9.4 | 1.8 | -5.6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 40 | -17.1 | -0.6 | -1.5 | 10.3 | 2.7 | -5.1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 50 | -13.2 | -0.6 | -1.3 | 10.8 | 3.6 | -4.4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 60 | -8.6 | -0.5 | -1.1 | 11.0 | 4.3 | -3.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 70 | -3.7 | -0.5 | -0.9 | 10.8 | 4.9 | -2.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$80 \quad 1.5 \quad-0.4 \quad-0.6 \quad 10.3 \quad 5.4 \quad-1.3$

| 90 | 6.6 | -0.3 | -0.2 | 9.5 | 5.7 | -0.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 100 | 11.4 | -0.2 | 0.1 | 8.5 | 5.8 | 1.0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 110 | 15.6 | -0.1 | 0.4 | 7.3 | 5.7 | 2.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 120 | 19.1 | 0.0 | 0.8 | 5.9 | 5.5 | 3.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 130 | 21.8 | 0.2 | 1.1 | 4.4 | 5.1 | 4.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 140 | 23.6 | 0.3 | 1.4 | 2.8 | 4.6 | 5.1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 150 | 24.4 | 0.4 | 1.6 | 1.2 | 3.9 | 5.7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 160 | 24.3 | 0.6 | 1.8 | -0.4 | 3.2 | 6.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 170 | 23.5 | 0.7 | 2.0 | -2.1 | 2.4 | 6.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 180 | 21.9 | 0.8 | 2.1 | -3.7 | 1.5 | 6.6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 190 | 19.8 | 0.9 | 2.1 | -5.2 | 0.6 | 6.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 200 | 17.3 | 0.9 | 2.1 | -6.6 | -0.3 | 6.2 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 210 | 14.6 | 1.0 | 2.0 | -7.9 | -1.2 | 5.7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 220 | 11.6 | 1.0 | 1.9 | -8.9 | -2.1 | 5.1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 230 | 8.6 | 1.0 | 1.7 | -9.8 | -2.9 | 4.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 240 | 5.5 | 0.9 | 1.5 | -10.3 | -3.6 | 3.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 250 | 2.5 | 0.9 | 1.2 | -10.6 | -4.2 | 2.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 260 | -0.6 | 0.8 | 0.9 | -10.5 | -4.7 | 1.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$270 \quad-3.6 \quad 0.7 \quad 0.6$-10.0 $\quad-5.1 \quad 0.5$
$280 \quad-6.7 \quad 0.6 \quad 0.3 ~-9.3 ~-5.3 ~-0.5$

| 290 | -9.7 | 0.5 | -0.0 | -8.1 | -5.4 | -1.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 300 | -12.7 | 0.4 | -0.4 | -6.7 | -5.2 | -2.5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |


| 310 | -15.6 | 0.2 | -0.7 | -5.0 | -4.9 | -3.4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$320 \quad-18.2 \quad 0.1 \quad-0.9 \quad-3.1 \quad-4.5 \quad-4.2$
$330 \quad-20.5 \quad-0.0 \quad-1.2 \quad-1.1 \quad-3.8 \quad-4.9$
$340 \quad-22.4 \quad-0.2 \quad-1.4 \quad 1.0 \quad-3.1 \quad-5.5$

| 350 | -23.6 | -0.3 | -1.5 | 3.1 | -2.2 | -5.9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Table A3: Planetary distances (in AU) corresponding to $\lambda_{0}$ values

| $\lambda_{0}$ | Mercury | Venus | Earth | Mars | Jupiter | Saturn |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.39 | 0.73 | 1.00 | 1.39 | 4.96 | 9.61 |
| 10 | 0.37 | 0.73 | 1.00 | 1.41 | 4.95 | 9.52 |
| 20 | 0.36 | 0.72 | 1.00 | 1.42 | 4.95 | 9.42 |
| 30 | 0.34 | 0.72 | 1.00 | 1.45 | 4.96 | 9.33 |
| 40 | 0.33 | 0.72 | 0.99 | 1.47 | 4.98 | 9.25 |
| 50 | 0.32 | 0.72 | 0.99 | 1.49 | 5.00 | 9.18 |
| 60 | 0.31 | 0.72 | 0.99 | 1.52 | 5.03 | 9.12 |
| 70 | 0.31 | 0.72 | 0.99 | 1.54 | 5.07 | 9.07 |
| 80 | 0.31 | 0.72 | 0.98 | 1.57 | 5.11 | 9.04 |
| 90 | 0.31 | 0.72 | 0.98 | 1.59 | 5.15 | 9.02 |
| 100 | 0.32 | 0.72 | 0.98 | 1.61 | 5.19 | 9.02 |
| 110 | 0.33 | 0.72 | 0.98 | 1.62 | 5.24 | 9.05 |
| 120 | 0.34 | 0.72 | 0.98 | 1.64 | 5.28 | 9.08 |
| 130 | 0.35 | 0.72 | 0.99 | 1.65 | 5.32 | 9.14 |
| 140 | 0.37 | 0.72 | 0.99 | 1.66 | 5.35 | 9.20 |
| 150 | 0.38 | 0.72 | 0.99 | 1.66 | 5.39 | 9.28 |
| 160 | 0.39 | 0.72 | 0.99 | 1.66 | 5.41 | 9.37 |
| 170 | 0.41 | 0.72 | 0.99 | 1.66 | 5.43 | 9.46 |
| 180 | 0.42 | 0.72 | 1.00 | 1.65 | 5.45 | 9.55 |
| 190 | 0.43 | 0.72 | 1.00 | 1.64 | 5.45 | 9.64 |
| 200 | 0.44 | 0.72 | 1.00 | 1.63 | 5.45 | 9.73 |
| 210 | 0.45 | 0.72 | 1.01 | 1.61 | 5.44 | 9.81 |
| 220 | 0.45 | 0.72 | 1.01 | 1.59 | 5.43 | 9.89 |
| 230 | 0.46 | 0.72 | 1.01 | 1.57 | 5.41 | 9.95 |
| 240 | 0.46 | 0.72 | 1.01 | 1.55 | 5.38 | 10.00 |
| 250 | 0.47 | 0.73 | 1.01 | 1.52 | 5.35 | 10.04 |
| 260 | 0.47 | 0.73 | 1.02 | 1.50 | 5.31 | 10.07 |
| 270 | 0.47 | 0.73 | 1.02 | 1.47 | 5.27 | 10.08 |
| 280 | 0.46 | 0.73 | 1.02 | 1.45 | 5.23 | 10.08 |
| 290 | 0.46 | 0.73 | 1.02 | 1.43 | 5.19 | 10.06 |
| 300 | 0.45 | 0.73 | 1.02 | 1.41 | 5.14 | 10.03 |
| 310 | 0.44 | 0.73 | 1.01 | 1.40 | 5.10 | 9.98 |
| 320 | 0.43 | 0.73 | 1.01 | 1.38 | 5.06 | 9.93 |
| 330 | 0.42 | 0.73 | 1.01 | 1.38 | 5.03 | 9.86 |
| 340 | 0.41 | 0.73 | 1.01 | 1.38 | 5.00 | 9.78 |
| 350 | 0.40 | 0.73 | 1.01 | 1.38 | 4.97 | 9.70 |
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#### Abstract

Equation of state for a polarized system is obtained using canonical ensemble. Energy of the system based on mean field treatment is used for the purpose [1]. The equation of state obtained matches with the van der Waals equation of state.


## 1 Introduction

In the limit of very low number density, all gases follow the law $P V=N k T$ where $P$ is the pressure, $V$ the volume, $k$ Boltzmann's constant, $T$ the thermodynamic temperature, and $N$ the number of particles respectively. A gas whose behavior is governed by this equation of state over the whole range of temperatures and pressures is called an ideal gas. This equation of state can be theoretically obtained using the ensemble theory of statistical thermodynamics when there are no intermolecular forces $[2,3,3,4,5,6,6,7,8]$.

At higher pressures and densities, however the equation of state of a real gas starts to deviate from ideal gas behavior because of intermolecular forces and interactions. Then the effect of interaction potential modifies the pressure and then deviate from the ideal gas nature. The net effect can be attractive or repulsive which decreases or increases the pressure and the equation of state becomes a virial series $\frac{P}{n k T}=1+a_{2}(T) n+$ $a_{3}(T) n^{2}+\ldots .$. , where $a_{l}$ factors are known as virial coefficients [2, 3, 4, 5, 6, 7] and $n$ is the number density. The van der Waals model [9, 10] is the first known example of an interacting system which shows phase transition, and the equation of state can be obtained by using different types of interaction potentials also using mean field approximation. van der Waals theory gives proof for the real existence of molecules and interactions and his work started with the efforts to determine the quantity which plays a peculiar role in Laplace theory of capillar-
ity, molecular pressure and surface tension [9, 10, 11]. His firm faith in the molecular reality can be seen from his Nobel lecture "that in all my studies I was quite convinced of the real existence of molecules, that I never regarded them as a figment of my imagination, nor even as mere centers of force effects. I considered them to be the actual bodies" [11]. About the interactions van der Waals opinion was "it was necessary to determine it by means of theoretical considerations" [11]. Generally the van der Waals interaction involve an attractive and a repulsive forces between the molecules of same kind other than the bond formation. This force may be dipole dipole, dipole induced dipole, induced dipole induced dipole interactions. Here we use a dipolar system of particles and use the canonical ensemble formalism to find the equation of state.

## 2 Methodology

In order to get the equation of state of real gases, different potential models were used in different ensembles and more accurate methods like cluster expansion technique also is developed [2, 3]. The Gibb's paradox and extensive property of a system like entropy were studied with various external potentials from a pedagogical point of view [12]. For non ideal systems the calculation of configuration partition function which includes the position dependence is difficult to calculate with given potential in the canonical ensemble. So the method like cluster ex-
pansion was introduced by Mayer [2]. The values of the virial coefficients are calculated with the use of cluster integrals. Here we used the mean field approach to a polar system [1] and used the effective single particle potential energy. Then by using the canonical formalism the thermodynamic properties are found out.

## 3 Potential energy for dipolar system

Consider a system of identical molecules on a lattice with permanent electric dipole moment in the absence of any external field. The electric field due to the first dipole is given by

$$
\begin{equation*}
\vec{E}_{1}=\frac{1}{4 \pi \epsilon_{0}} \frac{3\left(r_{\hat{12}} \cdot \overrightarrow{p_{1}}\right) r_{\hat{1} 2}-\overrightarrow{p_{1}}}{r_{12}^{3}} \tag{1}
\end{equation*}
$$

In the presence of another dipole at a distance $r_{12}$ with dipole moment $\vec{p}_{2}$, the interaction energy is given by $E_{12}=-\vec{p}_{2} \cdot \vec{E}_{1}$

$$
\begin{equation*}
E_{12}=\frac{-1}{4 \pi \epsilon_{0}} \frac{3\left(r_{\hat{1} 2} \cdot \overrightarrow{p_{1}}\right)\left(r_{\hat{12}} \cdot \overrightarrow{p_{2}}\right)-\overrightarrow{p_{1}} \cdot \overrightarrow{p_{2}}}{r_{12}^{3}} \tag{2}
\end{equation*}
$$

The potential energy $\left(\epsilon_{1}\right)$ of the molecule 1 interacting with all other molecules in the system can be calculated using the mean field approximation by taking average over the orientations of molecule $\vec{p}_{j}$ by the average $\langle\vec{p}\rangle$, then

$$
\begin{gather*}
\epsilon_{1}=-\overrightarrow{p_{1}} \cdot \sum_{j} \frac{3\left(r_{\hat{1} j} \cdot\langle\vec{p}\rangle\right) r_{\hat{1} j}-\langle\vec{p}\rangle}{4 \pi \epsilon_{0} r_{1 j}^{3}}  \tag{3}\\
\epsilon_{1}=-\overrightarrow{p_{1}} \cdot \overrightarrow{E_{l}} \tag{4}
\end{gather*}
$$

where $\vec{E}_{l}$ is the local field given by

$$
\begin{equation*}
\vec{E}_{l}=\sum_{j} \frac{3\left(\hat{r_{1 j}} \cdot\langle\vec{p}\rangle\right) r_{1 j}-\langle\vec{p}\rangle}{4 \pi \epsilon_{0} r_{1 j}^{3}}=\frac{a}{4 \pi \epsilon_{0}} \vec{P}_{e} \tag{5}
\end{equation*}
$$

where $a$ is dimensionless term coming from the sample shape, $\vec{P}_{e}=n\langle\vec{p}\rangle$ is the polarization, and $n$ is the number density. Since all the dipoles are of equal magnitude $p$

$$
\begin{equation*}
\epsilon_{1}=-\vec{p}_{1} \cdot \vec{E}_{l}=-c n p P_{e} \cos \theta \tag{6}
\end{equation*}
$$

where $c=\frac{a}{4 \pi \epsilon_{0} n}=\frac{\alpha}{n}$ with $\alpha=\frac{a}{4 \pi \epsilon_{0}}$ and $\theta$ is the angle between $\overrightarrow{p_{1}}$ and $\vec{P}_{e}$. This single particle potential correctly predict the torque acting on the molecule 1 due to all other molecules, but this value over counts the mean value by a factor of 2 . Then the suitable single particle potential is[1]

$$
\begin{equation*}
u_{1}=\epsilon_{1}-\frac{1}{2}\left\langle\epsilon_{1}\right\rangle \tag{7}
\end{equation*}
$$

It can be shown that[1]

$$
\begin{equation*}
u_{1}=-c n p P_{e} \cos \theta+\frac{1}{2} c P_{e}^{2} \tag{8}
\end{equation*}
$$

This equation gives correct average energy criteria as $N\left\langle u_{1}\right\rangle=U$ with out taking the criteria of over counting of pair potential.

## 4 Equation of state using Canonical Ensemble

The single particle energy which is the sum of kinetic and potential energies for the polar system is given by

$$
\begin{equation*}
\epsilon_{i}=\frac{p_{i}^{2}}{2 m}-\operatorname{cn} p P_{e} \cos \theta+\frac{1}{2} c P_{e}^{2} \tag{9}
\end{equation*}
$$

where $p_{i}$ is the momentum. The single particle partition function is obtained using the expression

$$
Q_{1}=\sum_{i} e^{-\beta \epsilon_{i}}
$$

Substituting the expression for energy

$$
\begin{equation*}
Q_{1}=\frac{V^{\prime}}{\lambda^{3}} \int_{0}^{2 \pi} d \phi \int_{0}^{\pi} \sin \theta d \theta e^{-\beta\left(\operatorname{cn} p P_{e} \cos \theta+\frac{1}{2} c P_{e}^{2}\right)} \tag{10}
\end{equation*}
$$

where $V^{\prime}$ is the effective volume given by $V^{\prime}=V-V_{0}$ with $V_{0}$ representing the volume of the total molecules. The $N$ particle partition function is given by

$$
Q_{N}=\frac{1}{N!} Q_{1}^{N}
$$

The Helmholtz energy is given by

$$
\begin{equation*}
A=-k T \ln Q_{N} \tag{11}
\end{equation*}
$$

Simplifying by taking $c=\frac{a}{4 \pi \epsilon_{0} n}=\frac{\alpha V}{N}$ we get

$$
\begin{align*}
& A=\frac{\alpha P_{e}^{2} V^{\prime}}{2} \\
& -N k T \ln \frac{4 \pi V^{\prime}}{\lambda^{3} N}-N k T \ln \left[\frac{k T}{\alpha p P_{e}} \sinh \left(\frac{\alpha p P_{e}}{k T}\right)\right] \tag{12}
\end{align*}
$$

The pressure is then obtained from

$$
\begin{equation*}
P=-\left(\frac{\partial A}{\partial V^{\prime}}\right)_{T, N} \tag{13}
\end{equation*}
$$

we get

$$
\begin{equation*}
P=\frac{N k T}{V-V_{0}}-\frac{\alpha P_{e}^{2}}{2} \tag{14}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\left(P+\frac{\alpha P_{e}^{2}}{2}\right)\left(V-V_{0}\right)=N k T \tag{15}
\end{equation*}
$$

## 5 Discussions and Conclusions

The non ideal equation of state for a polar system is found out using mean field approach and canonical ensemble formalism. Due to the presence of permanent dipole moment the equation state deviates from the ideal equation of state. We get the equation of state similar to the van der Waals equation of state if total polarization is taken to be proportional to the number density.
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#### Abstract

In this paper, we have solved a rotational dynamics problem both in Inertial and Non-inertial frames of reference.

The work presents a comparison of the analysis in the two frames and comments on mathematical and physical concepts involved in solving the problem. The results are then represented in terms of simulations and solutions are thoroughly discussed, in an effort to give students, a clear picture of the importance of the two frames. The article is aimed at the undergraduate level students.


## 1 Introduction

Problem-Solving is the key to understanding Physics. There can be more than one way to solve a given problem and often the solutions arrived at by different approaches may not have a prima facie agreement with each other. This could lead to students remaining confused and their gradual loss
of interest in problem-solving. One of the initial steps involved in solving any problem in mechanics is to choose an appropriate frame of reference along with a suitable coordinate system to work with. Now, the frames of reference are broadly classified on the basis of their acceleration, viz, accelerated frame of reference (Non-inertial) and non-accelerated frame of reference (Inertial). Although these frames are introduced in higher secondary Physics, but their real analysis and comparison more or less remains difficult to comprehend even at undergraduate levels. Very frequently the analysis of a problem in the two frames is mixed up yielding erroneous results.
In this paper, a problem of rotational dynamics is designed and structured in such a way that after handling it in both the frames separately,the understanding of the physical parameters w.r.t. both the frames is enhanced.

Rigorous mathematics is involved while analysing the problem in inertial frame
using both the Cartesian and the Spherical polar coordinates. However, it gives an insight of the physical processes involved. The trajectory of the bead so obtained is illustrated to convey complete information about its motion. Contrary to this, the tedious mathematics involved in the inertial frame can be bypassed and the solution can be obtained in a much simpler manner in the non-inertial frame. Again, the trajectory in this frame is also illustrated and discussed. A detailed comparison of the analysis of the given problem in both the frames is also done.

## Problem Statement:

A bead of mass ' $m$ ' slides without friction on a rigid rod rotating at constant angular speed $\omega$, the rod being inclined at an angle $\alpha$ with the axis of rotation, as shown in Figure 1. The problem is to find the trajectory of the Bead and compare the results in both the inertial and non-inertial frames.Assume the bead to be initially at rest, at a distance $r_{0}$ from the pivoted end.


Figure 1:Bead sliding along a rotating rigid
rod. The angular velocity $\vec{\omega}$ is along the positive z axis, mg is the gravitational force acting vertically downwards on the bead.

## 2 Non-Inertial Frame: A frame of reference attached to the rotating rod



Figure 2: Forces acting on the bead as viewed by an observer in the Non- Inertial Frame

Figure 2 shows the various forces acting on the bead as viewed by an observer in the Non- Inertial Frame. The rod is pivoted at $\mathrm{O} . \overrightarrow{r(t)}$ is the instantaneous position vector of the bead along the rod w.r.t the pivoted end and is directed away from the pivot. The forces acting on the bead are the normal contact forces $N_{1}$ and $N_{2}$ in two different planes perpendicular to each other; the Coriolis force $[-2 \mathrm{~m}(\vec{\omega} \times \dot{\vec{r}})]$ acting perpendicular to the rod in a plane perpendicular to the plane containing $\vec{\omega}$ and $\vec{r}$ (the rod); the gravitational force, mg ,
acting vertically downwards; the centrifugal force, $\mathrm{m}(r \sin \alpha) \omega^{2}$ acting radially outwards perpendicular to the axis of rotation.
At any instant, if $\vec{\omega}$ and the rod are in the plane of the paper, i.e., the YZ-plane, then the Coriolis force acts perpendicular to the rod along the $X$ axis. It is balanced by the normal force, $N_{2}$, from the rod on the bead in the opposite (-X) direction. At this instant, the component of the centrifugal force, $m(r \sin \alpha) \omega^{2} \cos \alpha$, the component of gravitational force, $m g \sin \alpha$, both acting on the bead perpendicular to the length of the rod and the Normal contact force $\left(N_{1}\right)$ experienced by the bead from the rod, all lie in the plane of the paper (the YZ-plane). Since the motion of the bead is along the rod, as seen by the non-inertial observer, there is no net force acting on the bead perpendicular to the length of the rod. So, we can write,
$m g \sin \alpha=N_{1}+m(r \sin \alpha) \omega^{2} \cos \alpha$

At all instants of time, the bead experiences no net force in any direction other than the one along the rod.

If $r(\overrightarrow{(t)}$ is the instantaneous position vector of the bead along the rod with respect to the pivoted end, then, by Newton's second law, the equation of motion of the bead is:

$$
m \frac{d^{2} \vec{r}}{d t^{2}}=\left(m \omega^{2} r \sin ^{2} \alpha+m g \cos \alpha\right) \hat{r}
$$

The first term on the RHS of equation (2.2) is the component of centrifugal force
along the rod and second term is the gravitational force component along the rod. The corresponding scalar equation is:

$$
\ddot{r}=\omega^{2} r \sin ^{2} \alpha+g \cos \alpha
$$

This is a second order ,linear, nonhomogeneous differential equation that can be solved by the method of undetermined coefficients.

## Solution of the differential equation:

The characteristic equation is:
$\Lambda^{2}-\omega^{2} \sin ^{2} \alpha=0$
The roots are $\Lambda_{1}=+\omega \sin \alpha$
and $\Lambda_{2}=-\omega \sin \alpha$
Hence the solution of the homogeneous part is
$r=A e^{\omega \sin \alpha t}+B e^{-\omega \sin \alpha t}$
where, A B are arbitrary constants.
For the particular solution, using method of undetermined coefficient, let $r(t)=c$ (constant)
Substituting this in equation (2.2) We get,
$0=g \cos \alpha+c \omega^{2} \sin ^{2} \alpha$
$c=-\frac{g \cos \alpha}{\omega^{2} \sin ^{2} \alpha}$
The complete solution is therefore
$r(t)=A e^{\omega \sin \alpha t}+B e^{-\omega \sin \alpha t}-\frac{g \cos \alpha}{\omega^{2} \sin ^{2} \alpha}$
Using the initial conditions,
At $\mathrm{t}=0, r=r_{0}$
$r_{0}=A+B-\gamma$ where $\gamma=\frac{g \cos \alpha}{\omega^{2} \sin ^{2} \alpha}$
At $\boldsymbol{t}=0, \dot{r}=0$
$A-B=0$

Therefore, $A=B=\frac{r_{0}+\gamma}{2}$
Substituting the above values we get, $r(t)=\left(r_{o}+\gamma\right) \cosh ((\omega \sin \alpha) t)-\gamma$
This is the equation of trajectory of the bead in the non- inertial frame. The non- inertial observer sees the bead moving in a straight line along the rod.
The Scilab plot[4] of equation (2.4) is shown in figure 3.

## 3 Inertial Frame:A frame of reference with respect to which the rod is rotating at an angular velocity $\vec{\omega}$ making an angle $\alpha$ with the rod

### 3.1 Cartesian Coordinates

The Cartesian system of coordinates is most often our default choice in problem solving and we are, somehow, hardwired to use it. The same is done here. Referring to Figure $4, r(t)$ is the instantaneous position vector of the bead along the rod w.r.t the pivoted end and directed away from the pivot. So, the instantaneous cartesian coordinates of the bead are:
$N_{1}=m g \sin \alpha-m(r \sin \alpha) \omega^{2} \cos \alpha$
$N_{2}=|-2 m(\vec{\omega} \times \dot{\vec{r}})|=2 m \omega \dot{r} \sin \alpha$

$$
-r(t) \cos \alpha
$$

Figure 4: Orientation of the rod in cartesian coordinates. $r(t)$ is the instantaneous position vector of the bead from the pivot
O. $r(t) \sin \alpha$ is the instantaneous radius of curvature of the path of the bead. $r(t) \sin \alpha \cos \omega t$ and $r(t) \sin \alpha \sin \omega t$ are the instantaneous $x(t)$ and $y(t)$ coordinates of the bead respectively.


Figure 5: Forces acting on the bead as observed by an observer in the Inertial frame.

Figure 5 shows the various forces acting on the bead as observed in the inertial frame. The bead experiences the gravitational force, mg, acting vertically downwards and the Normal contact forces $N_{1}$ and $N_{2}$ in two different planes perpendicular to each other. $m g \cos \alpha$ and $m g \sin \alpha$ are the components of the gravitational force along the rod and perpendicular to the rod respectively.


Figure 6: Acceleration experienced by the bead observed by an observer in the Inertial frame

Figure 6 shows the various components of accelerations experienced by bead during its motion.The bead experiences a centripetal acceleration, $r \sin \alpha \omega^{2}$, acting radially inwards towards the axis of rotation. $\left(r \sin \alpha \omega^{2}\right) \sin \alpha$ and $\left(r \sin \alpha \omega^{2}\right) \cos \alpha$ are the components of centripetal acceleration experienced by the bead along the rod and perpendicular to the rod respectively. $\ddot{r}$ is the instantaneous acceleration of the bead along the rod, directed away from the pivot.

The component of gravitational force, $m g \cos \alpha$, experienced by the bead along the rod is partly used to provide the necessary centripetal acceleration component, $(r \sin \alpha) \omega^{2} \sin \alpha$, to the bead along the $\operatorname{rod}$ and the remaining part of the gravitational force component accelerates it down the rod away from the pivot. Hence, the expression for the acceleration of the bead along the
rod is:
$\left[\ddot{r}-(r \sin \alpha) \omega^{2} \sin \alpha\right] \hat{r}=g \cos \alpha \hat{r}$
where, $\hat{r}$ is the unit vector along $r \overrightarrow{(t)}$.
The corresponding scalar equation can be written as:
$\ddot{r}=g \cos \alpha+\omega^{2} r \sin ^{2} \alpha$

The equation (3.3) is identical to equation (2.3).

So, substituting the expression for $r(t)$ obtained in equation (2.4) in equations (3.1), we get the parametric equations of the trajectory of the bead as observed in the inertial frame. On plotting the equations (3.1) alongwith equation (2.4) using Scilab [4], the trajectory of the bead comes out to be helical with a changing radius, as shown in Figure 7.
Thus, we see that both the inertial and the non-inertial observers agree on the values of the acceleration experienced by the bead along the length of the rod [Equations 3.3 and 2.3]. However, unlike the non-inertial observer, the motion of the bead is not linear. Since, the trajectory of the bead is helical in the inertial frame of reference [Figure 7], the inertial observer sees additional components of acceleration other than the component of acceleration $\ddot{r}$, of the bead along the rod.
To determine these components of acceleration we need to write down the equations
of motion of the bead in directions normal to the rod.
One of these equations is quite obvious, i.e.,

$$
\left(m g \sin \alpha-N_{1}\right)=m\left(r \sin \alpha \omega^{2} \cos \alpha\right)
$$

Thus, we get the component of centripetal acceleration $\left[\left(r \sin \alpha \omega^{2}\right) \cos \alpha\right]$ experienced by the bead perpendicular to the length of the rod.
The Normal force $N_{2}$ acting on the bead also accelerates it. This component of acceleration can be obtained by dividing the magnitude of the normal force $N_{2}$ in equation (2.5) with the mass of the bead.
This component of acceleration comes out to be equal to $2 \omega \dot{r} \sin \alpha$. It is obtained by dividing the magnitude of the normal force in equation (2.5) with mass of the bead.
$N_{2} / m=2 \omega \dot{r} \sin \alpha$


Figure 7: Helical trajectory of the bead as observed in the Inertial frame. It has an increasing radius as the bead slides along
the rod away from the pivoted end.

### 3.2 Spherical Polar Coordinates

Alternatively, the motion of the bead, in the inertial frame can be analysed using Spherical polar coordinates which quite simplifies the mathematics involved in the

analysis.

Figure 8: Orientation of the rod in Spherical Polar Coordinates

Figure 8 shows the orientation of the rod in Spherical polar coordinates. The relation between the Spherical polar and Cartesian coordinates is given by:
$x(t)=r(t) \sin \theta \cos \phi$
$y(t)=r(t) \sin \theta \sin \phi$
$z(t)=r(t) \cos \theta$
where, $\theta$ is the polar angle $[0 \leq \theta \leq \pi]$ and $\phi$ is the azimuthal angle $[0 \leq \phi \leq 2 \pi]$.

On mapping the spherical coordinates with our problem, we have:
$\theta=\pi-\alpha$
$\phi(t)=\omega t$

Since $\alpha$ is a constant as the rod is inclined at a fixed angle, $\theta$ also does not change with time. The rate of change of the azimuthal angle $\phi$ is equal to the angular speed of rotation of the rod, $\omega$, and is also a constant.

The expression for acceleration in spherical polar coordinates is:
$\ddot{\vec{r}}=\left(\ddot{r}-r \omega^{2} \sin ^{2} \theta-r \dot{\theta}^{2}\right) \hat{e}_{r}+(r \dot{\omega} \sin \theta+$ $2 \dot{r} \omega \sin \theta+2 r \omega \dot{\theta} \cos \theta) \hat{e_{\phi}}+(r \ddot{\theta}+2 \dot{r} \dot{\theta}-$ $\left.r \omega^{2} \sin \theta \cos \theta\right) \hat{e_{\theta}}$
where, $\hat{e_{r}}, \hat{e_{\phi}}$ and $\hat{e_{\theta}}$ are the radial, azimuthal and polar unit vectors respectively. On mapping with our ongoing analysis, $\hat{e_{r}}$ is identical to $\hat{r}$.

So, the radial equation of motion is:
$m\left[\ddot{r}-r \omega^{2} \sin ^{2} \theta-r \dot{\theta}^{2}\right]=m g \cos \alpha$

Using equations (3.7) the above equation reduces to:
$\ddot{r}=g \cos \alpha+r \omega^{2} \sin ^{2} \alpha$

As expected, the equation (3.10) is identical to equation (3.3) and (2.3).
On going back to equation (3.8), we see
that it explicitly gives the other components of acceleration experienced by the bead in the inertial frame. We may refer to the component of acceleration along $\hat{e_{\theta}}$ as the "polar acceleration", $a_{\theta}$, of the bead and the component along $\hat{e_{\phi}}$ as the "azimuthal acceleration", $a_{\phi}$, of the bead. These are given by:
$a_{\phi} \hat{e_{\phi}}=2 \dot{r} \omega \sin \theta \hat{e_{\phi}}$
$a_{\theta} \hat{e_{\theta}}=-r \omega^{2} \sin \theta \cos \theta \hat{e_{\theta}}$
(Since, $\dot{\theta}=0$ and $\dot{\omega}=\phi \ddot{(t)}=0$, using $\theta=(\pi-\alpha))$
The scalar form of above equations can be re-written as:
$a_{\phi}=2 \dot{r} \omega \sin \alpha$
$a_{\theta}=r \omega^{2} \sin \alpha \cos \alpha$

The so termed "polar acceleration" can be identified with the component of centripetal acceleration experienced by the bead normal to the rod. The "azimuthal acceleration" can be identified with the acceleration experienced by the bead due to the Normal contact force $N_{2}$ acting on it [as shown in the equation (3.5)].

## Torque and Angular Momentum:

If $\vec{L}$ is the angular momentum of the bead about the pivot, then we can write

Differentiating the above equation w.r.t. time, we get the rate of change of angular momentum of the bead as,
$\dot{\vec{L}}=\dot{\vec{r}} \times m \dot{\vec{r}}+\vec{r} \times m \ddot{\vec{r}}$
which reduces to
$\dot{\vec{L}}=\vec{r} \times m \ddot{\vec{r}}$

Using $\vec{r}=r \hat{e_{r}}$ and substituting for $\ddot{\vec{r}}$ from equation 3.8, the expression for $\dot{\vec{L}}$ becomes,
$\dot{\vec{L}} \quad=\quad r \hat{e}_{r} \times m\left[\left(\ddot{r}-r \omega^{2} \sin ^{2} \theta\right) \hat{e}_{r}+\right.$ $\left.(2 \dot{r} \omega \sin \theta) \hat{e_{\phi}}-\left(r \omega^{2} \sin \theta \cos \theta\right) \hat{e_{\theta}}\right]$
$\dot{\vec{L}} \quad=\quad \operatorname{mr}\left[2 \dot{r} \omega \sin \theta\left(\hat{e_{r}} \times \hat{e_{\phi}}\right)-\right.$ $\left.r \omega^{2} \sin \theta \cos \theta\left(\hat{e_{r}} \times \hat{e_{\theta}}\right)\right]$
$\dot{\vec{L}}=m r\left[2 \dot{r} \omega \sin \theta\left(-\hat{e_{\theta}}\right)-r \omega^{2} \sin \theta \cos \theta\left(\hat{e_{\phi}}\right)\right]$

Since $\theta=\pi-\alpha$,
$\dot{\vec{L}}=m r\left(-2 \dot{r} \omega \sin \alpha \hat{e_{\theta}}+r \omega^{2} \sin \alpha \cos \alpha \hat{e_{\phi}}\right)$

If $\vec{\tau}$ is the torque experienced by the bead about the pivot, then,
$\vec{\tau}=\dot{\vec{L}}$

Therefore,
$\vec{\tau}=r\left[-2 m \dot{r} \omega \sin \alpha \hat{e_{\theta}}+m(r \sin \alpha) \omega^{2} \cos \alpha \hat{e_{\phi}}\right]$
$\vec{L}=\vec{r} \times m \dot{\vec{r}}$

The negative sign in the first term shows that this component of torque acts to decrease the angular momentum of the bead. We re-write the above equation as
$\vec{\tau}=-\tau_{\theta} \hat{\hat{e}_{\theta}}+\tau_{\phi} \hat{e_{\phi}}$
, where,
$\tau_{\theta}=r 2 m \dot{r} \omega \sin \alpha$
$\tau_{\phi}=r m(r \sin \alpha) \omega^{2} \cos \alpha$

The $\tau_{\phi}$ component can be shown to be equal to the resultant torque experienced by the bead about the pivot due to the gravitational force component, $m g \sin \alpha$, and the normal contact force $N_{1}$.
$\tau_{\phi}=r\left(m g \sin \alpha-N_{1}\right)$

Substituting for $N_{1}$ from equation (2.5) in equation (3.20), we get
$\tau_{\phi}=r m(r \sin \alpha) \omega^{2} \cos \alpha$
which is identical to its expression in equation (3.19).

Similarly, the $\tau_{\theta}$ component can be shown to be equal to the torque experienced by the bead about the pivot due to the Normal contact force $N_{2}$ acting on it.
$\tau_{\theta}=r N_{2}$

Substituting for $N_{2}$ from equation (2.5), we get,
$\tau_{\theta}=r 2 m \dot{r} \omega \sin \alpha$
which is identical to its expression in equation (3.19).

## 4 RESULTS AND DISCUSSIONS

Arriving at a detailed solution of the motion of the bead, equations of trajectories are obtained in both the frames.The non-inertial observer sees the bead moving along the rod, away from the pivot,i.e,the trajectory of the bead is linear[Figure 3]. On the other hand, the inertial observer sees the rod rotating, and the bead sliding along it away from the pivot. The trajectory of the bead in the inertial frame is helical with increasing radius [Figure 7].
Both the observers agree on the acceleration experienced by the bead along the rod and rightly so. However,the inertial observer also sees the bead accelerating in other directions in addition to the one along the rod. Having a closer look at equation (3.12), we see that $a_{\phi}$ multiplied by the mass of the bead corresponds to the Coriolis force acting on the bead in the non-inertial frame.Similarly, $a_{\theta}$ multiplied by mass of the bead corresponds to the component of centrifugal force experienced by the bead normal to the rod in the non-inertial frame. This illustrates an important concept:
"The only difference in writing equation of motion in the two frames is that the acceleration term in the inertial frame turns into a
fictitious force term in the accelerating frame and appears on the other side of the equation".

It can be seen that the analysis of trajectory of the bead in the inertial frame requires quite an elaborate mathematical skill.The mathematics is somewhat simplified when we use spherical polar coordinates to analyze acceleration of the bead and other dynamical aspects of its motion like torque and angular momentum in the inertial frame.
The advantage of tackling the problem in the non-inertial frame lies in the ease of evaluating acceleration of the bead along the length of the rod, in terms of the mathematical complexity. The determination of the Normal Contact forces is also quite straightforward in the non-inertial frame.

## 5 Conclusion

The comparison of the analysis of the given problem in both inertial and non-inertial frames highlights the significance of both frames with the pivotal elements of each in focus. The choice of a reference frame could be made on the basis of what aspect of the
problem is to be analyzed. The present work attempts to reveal the advantage of using a suitable coordinate system that makes use of the symmetry (if any) of a given problem. This goes a long way in easing out the mathematics needed to solve the problem.
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#### Abstract

It is shown that formulas for the radiative power loss and radiation reaction from a charge can be derived in a heuristic manner from the kinetic power (rate of change of the kinetic energy) of its electric inertial mass. The derivation assumes a non-relativistic but otherwise an arbitrary motion of the charge. We exploit the fact that as the charge velocity changes because of a constant acceleration, there are accompanying modifications in its electromagnetic fields which can remain concurrent with the charge motion because the velocity as well as acceleration information enters into the field expression. However, if the acceleration of the charge is varying, information about that being not present in the field expressions, the electromagnetic fields get "out of step" with the actual charge motion. Accordingly we arrive at a radiation reaction formula for an arbitrarily moving charge, obtained hitherto in


literature from the self-force, derived in a rather cumbersome way from the detailed mutual interaction between various constituents of a small charged sphere. This way we demonstrate that a power loss from a charge occurs only when there is a change in its acceleration and the derived instantaneous power loss is directly proportional to the scalar product of the velocity and the rate of change of the acceleration of the charge.

## 1 Introduction

Radiation reaction was proposed first by Lorentz [1, 2] and later Abraham [3] and Lorentz [4] derived it in detail for an arbitrarily moving small charged sphere, and is now available in various forms in many textbooks [5, 6, 7, 8, 9, 10, 11]. The formula, hitherto obtained in literature in a rather cumbersome way, is evaluated from the detailed mutual interaction between constituents of
the charged sphere. The self-force turns out to be proportional to the rate of change of acceleration, independent of the radius of the small sphere. One obtains the instantaneous radiative power loss formula by a scalar product of the self-force with the velocity of the charge. The same formula for the radiative power loss is also obtained from the Poynting flux in the neighbourhood of a "point charge" in arbitrary motion [12]. Further, the radiation reaction formula has been derived also from the rate of electromagnetic momentum flow, calculated using the Maxwell stress tensor, across a surface surrounding the neighbourhood of a point charge, [13].

However this power loss formula does not agree with the standard Larmor's formula, where one calculates the Poynting flux through a spherical surface of large enough radius $r$ centred on the timeretarded position of the charge. The flux turns out to be proportional to the square of acceleration $\left(\propto \dot{\mathbf{v}}^{2}\right)$ [5, 6, 6, 8].

There is extensive literature on this controversy of which of these two formulas gives correct description of radiative losses [14, 15, 16, 17]. Larmor's formula leads to wrong conclusions in the instantaneous rest-frame of an accelerated charge, where the charge has no velocity and thus no kinetic energy to be lost into radiation. On the other hand Larmor's formula predicts a continuous radiative loss proportional to the square of acceleration even for an instantly stationary charge. Often an extra-
neous acceleration-dependent term called Schott energy is introduced to make the two formulas conform to each other [9, 18, 19, 20, 21, 22]. But recently it has been explicitly shown that the Poynting flux passing through a spherical surface of vanishingly small dimensions surrounding the charge, in its instantaneous rest-frame, is zero [12]. Actually in all neighbourhood of the charge in its instantaneous rest-frame, the transverse terms of the time-retarded velocity fields cancel the acceleration fields, which were responsible in Larmor's formula for radiation. This removes the need for the acceleration-dependent Schott-energy term, introduced in the literature on an ad hoc basis to comply with law of energy conservation (see also [23, 24, 25]).

The radiation reaction formula could also be derived from Larmor's formula of radiative losses using the law of energy conservation [5, 6, 8], but only if the Schott term remains unchanged at the ends of the time interval considered, which happens if the motion is cyclic. Momentum conservation also remains a problem in Larmor's radiation picture. The radiation pattern of an accelerated charge has a $\sin ^{2} \phi$ dependence about the direction of acceleration [5, 6, 8]. Due to this azimuthal symmetry the net momentum carried by the radiation is nil. Therefore the charge too cannot be losing momentum, even though it is undergoing radiative losses. Thus we have a paradox of a radiating charge losing its kinetic energy but without a correspond-
ing change in its linear momentum. An effect of this inconsistency appears in a synchrotron radiation case, where Larmor's formula leads to conclusions about the dynamics of the radiating charge that are not conversant with special relativity and violate energy-momentum conservation[26]. However no such inconsistencies arises when one makes use of the radiation reaction formula to calculate energy-momentum losses of the radiating charge [27].

More recently it has been shown that the two formulas are compatible and no controversy really arises if one keeps a proper distinction between the retarded time and the real time [28]. In particular, one gets Larmor's formula, with radiative losses proportional to the square of the acceleration if one expresses the radiated power in terms of quantities describing motion of the charge at the retarded time. On the other hand if the motion of the charge is expressed in terms of real time ("present") quantities, then one arrives at the power loss formula usually derived from the radiation reaction formulation, i.e., the radiative power loss proportional to the scalar product of the velocity and the first time derivative of the acceleration of the charge.

Without going any further into the controversy between the two radiation loss formulas, here we show that the radiation reaction formula can be derived in an alternate, though heuristic, method, from the mechanical motion of the charge if one takes the electrical mass of the charge as its inertial
mass. For this we shall make use of the kinetic power, i.e., a temporal rate of change of the kinetic energy, of the charge to derive a formula for radiative losses of the charge.

## 2 Electric inertial mass of a charge

The electromagnetic field momentum is given by the volume integral [5]

$$
\begin{equation*}
\mathbf{P}_{\text {field }}=\frac{1}{4 \pi c} \int \mathrm{~d} V(\mathbf{E} \times \mathbf{B}) . \tag{1}
\end{equation*}
$$

A charge, assumed to be a uniformly charged spherical shell of radius $r_{0}$, moving with a non-relativistic, uniform velocity $\mathbf{v}_{\mathbf{o}}$, from the above volume integral, possesses an electromagnetic field momentum

$$
\begin{equation*}
\mathbf{P}_{\text {field }}=\frac{2 e^{2} \mathbf{v}_{\mathrm{o}}}{3 r_{\mathrm{o}} c^{2}}=m_{e l} \mathbf{v}_{\mathrm{o}}, \tag{2}
\end{equation*}
$$

with an electric mass defined as $m_{e l}=$ $4 U_{0} / 3 c^{2}$ [29], where $U_{0}=e^{2} / 2 r_{\mathrm{o}}$ is the energy in self-fields of the charge in its rest frame. The factor of $4 / 3$ in the inertia of electric mass has long since been highly annoysome. Poincaré [30] pointed out that in a real charged particle, there must be some non-electrical (!) "binding" forces to balance the Coulomb self-repulsion of the charge, which would remove the factor of $4 / 3$. However these non-electrical binding forces are not represented in the expressions of the electromagnetic fields and an explanation for this factor of $4 / 3$ must be found within the electromagnetic theory itself. It has been explicitly shown [31] that this extra factor in the expression for the total
electromagnetic momentum of the charge arises because of the energy flow associated with the electromagnetic self-repulsion force within the charge constituents. The net force on one hemisphere of the charge is along the direction of motion, and on the remaining hemisphere it is in a direction opposite to the motion. Therefore as the charge moves, a positive work is being done by selfforce on the forward hemisphere, while an equal amount of work is being done by the backward hemisphere against the self-force. Though there is no net increase in the energy of the total system, yet because of the electromagnetic self-force there is a continuous flow of energy across the charged sphere between its two halves, implying a corresponding momentum due to this energyflow. This momentum is important even for non-relativistic velocities and gives $1 / 3$ rd additional contribution to the otherwise momentum of the charge [31], thereby explaining this intriguing factor of $4 / 3$ in the total electromagnetic momentum.

## 3 Electromagnetic field momentum of a uniformly accelerated charge

Electromagnetic field of a charge $e$, from the laws of electrodynamics, is determined at time $t$ by the charge motion ( $\mathbf{v}$ and $\dot{\mathbf{v}}$ ) at the


$$
\begin{align*}
\mathbf{E}= & {\left[\frac{e(\mathbf{n}-\mathbf{v} / c)}{\gamma^{2} r^{2}(1-\mathbf{n} \cdot \mathbf{v} / c)^{3}}\right.} \\
& \left.+\frac{e \mathbf{n} \times\{(\mathbf{n}-\mathbf{v} / c) \times \dot{\mathbf{v}}\}}{r c^{2}(1-\mathbf{n} \cdot \mathbf{v} / c)^{3}}\right]_{t^{\prime}}  \tag{3}\\
\mathbf{B}= & \mathbf{n} \times \mathbf{E} \tag{4}
\end{align*}
$$

The first term on the right hand side of (Eq. (3)) that fall with distance as $1 / r^{2}$, is called velocity fields while the second term, falling with distance as $1 / r$, is called the acceleration fields, the latter generally assumed to be solely responsible for radiation from the charge. It is a standard practice to assign the Poynting flux, calculated using acceleration fields, through a spherical surface, say $\Sigma$, of radius $r=c\left(t-t^{\prime}\right)$, centred on the charge position at the retarded time $t^{\prime}$, as the radiation losses by the charge at time $t^{\prime}$, to get Larmor's formula for radiative losses [5, 6, 6]. However, Poynting theorem tells us that the rate of the kinetic energy loss by charge at present time $t=t^{\prime}+r / c$ (and not at retarded time $t^{\prime}$ ) is related to the instantaneous outgoing electromagnetic power (Poynting flux) at $t$ from the surface $\Sigma[5,6,8]$. It may though be recalled that the fields at the surface $\Sigma$ are determined by the motion of the charge at the retarded time $t^{\prime}$ (Eq. (3)). This might appear to be a break down of causality, after all, how come the Poynting flux determined from the motion of the charge in past, i.e., at an earlier time $t^{\prime}$, is being equated to the kinetic energy-loss rate of the charge at a later time $t$ ? How can one be sure that the charge will not behave erratic between $t^{\prime}$ and $t$, thus while keep-
ing the Poynting flux unaffected (which is already decided by the charge motion at $t^{\prime}$ ) but modifying the kinetic power loss rate of the charge? Actually, even the charge motion at the present time $t$ follows from the charge motion at $t^{\prime}$, determined by the laws of mechanics, and thus both the electromagnetic fields on the surface $\Sigma$ as well as the charge motion at time $t$ are determined by the charge motion at $t^{\prime}$ and there is no conflict with the causality.

Let us first consider the case of a uniform acceleration $\dot{v}$. The charge motion due to acceleration is,

$$
\begin{align*}
& \mathbf{v}_{\mathrm{o}}=\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)  \tag{5}\\
& \dot{\mathbf{v}}_{\mathrm{o}}=\dot{\mathbf{v}} \tag{6}
\end{align*}
$$

were $\mathbf{v}, \dot{\mathbf{v}}$ on the right hand side represent respectively the velocity and acceleration of the charge at the retarded time $t^{\prime}$, while $\mathbf{v}_{\mathrm{o}}, \dot{\mathbf{v}}_{\mathrm{o}}$ on the left hand side represents the corresponding values at the present time $t$.

For our considerations, we assume the charge motion to be non-relativistic, where Lorentz contraction may not play any role and the moving charge continues to be a uniformly charged sphere of radius $r_{0}$, as when it is at rest.

Using the vector identity $\mathbf{v}=\mathbf{n}(\mathbf{v} . \mathbf{n})-$ $\mathbf{n} \times\{\mathbf{n} \times \mathbf{v}\}$ in the expression for electric field (Eq. (3)), the electric field for a nonrelativistic motion of the charge, thereby dropping all terms which are non-linear in
$\mathbf{v}$ or its derivatives, can be written as

$$
\begin{align*}
\mathbf{E}= & \frac{e \mathbf{n}}{r^{2}(1-\mathbf{n} \cdot \mathbf{v} / c)^{2}}+\frac{e \mathbf{n} \times(\mathbf{n} \times \mathbf{v})}{c r^{2}} \\
& +\frac{e \mathbf{n} \times(\mathbf{n} \times \dot{\mathbf{v}})}{c^{2} r} . \tag{7}
\end{align*}
$$

Now, in the case of a uniform acceleration, the retarded value of the velocity will be $\mathbf{v}=\mathbf{v}_{\mathbf{o}}-\dot{\mathbf{v}} r / c$ (Eq. (5). Then Eq. (7) for the electric field becomes

$$
\begin{align*}
\mathbf{E}= & \frac{e \mathbf{n}}{r^{2}}\left[1+\frac{2 \mathbf{n} \cdot \mathbf{v}_{\mathbf{o}}}{c}-\frac{2 \mathbf{n} \cdot \dot{\mathbf{v}} r}{c^{2}}\right] \\
& +\frac{e \mathbf{n} \times\left(\mathbf{n} \times \mathbf{v}_{\mathbf{o}}\right)}{c r^{2}}, \tag{8}
\end{align*}
$$

with the magnetic field given by

$$
\begin{equation*}
\mathbf{B}=\frac{-e \mathbf{n} \times \mathbf{v}_{\mathbf{o}}}{r^{2} c} . \tag{9}
\end{equation*}
$$

This begets for the Poynting flux

$$
\begin{align*}
\mathcal{S} & =\frac{c}{4 \pi} \oint_{\Sigma} \mathrm{d} \Sigma \mathbf{n} \cdot(\mathbf{E} \times \mathbf{B}) \\
& =\frac{e^{2} \mathbf{v}_{0}^{2}}{2 r^{2} c} \int_{0}^{\pi} \mathrm{d} \theta \sin ^{3} \theta \\
& =\frac{2 e^{2} \mathbf{v}_{0}^{2}}{3 r^{2} c} . \tag{10}
\end{align*}
$$

In the case of a uniformly accelerated charge, evidently, there is no term proportional to $\dot{\mathbf{v}}^{2}$, independent of $r$, which is usually called the radiated power. Instead, the Poynting flux (Eq. (10p) is merely what would be for a hypothetical charge moving with a uniform velocity $\mathbf{v}_{0}$, which is nothing but the velocity of the actual charge at the present time.

Now in the instantaneous rest-frame of the charge, $\mathbf{v}_{\mathbf{o}}=0$, which means Poynting flux is zero (Eq. (10)). In fact, everywhere, the transverse component of the electric field is zero, and so is the magnetic
field. Incidentally Pauli [33] first pointed it out that magnetic field is throughout zero in the instantaneous rest-frame of a uniformly accelerated charge, indicating the absence of radiation from a uniformly accelerated charge.

We can substitute for $\mathbf{E}$ and $\mathbf{B}$ from Eqs. (8) and (9) in Eq. (1) to calculate the electromagnetic field momentum of a uniformly accelerated charge, having a non-relativistic motion. The transverse component of the electric field makes a nil contribution to the volume integral in Eq. (1). In fact, the only finite contribution to the electromagnetic field momentum comes from the first radial term (en/r $r^{2}$ ) in Eq. (8) to yield

$$
\begin{align*}
\mathbf{P}_{\text {field }} & =\frac{-e^{2}}{4 \pi c} \int \mathrm{~d} V \frac{\mathbf{n} \times\left(\mathbf{n} \times \mathbf{v}_{\mathrm{o}}\right)}{r^{4} c} \\
& =\frac{e^{2} \mathbf{v}_{\mathrm{o}}}{2 c^{2}} \int_{\mathrm{o}}^{\pi} \mathrm{d} \theta \sin ^{3} \theta \int_{r_{\mathrm{o}}}^{\infty} \frac{\mathrm{d} r}{r^{2}} \\
& =\frac{2 e^{2} \mathbf{v}_{\mathrm{o}}}{3 r_{\mathrm{o}} c^{2}} \tag{11}
\end{align*}
$$

This is the electromagnetic field momentum in the volume outside the sphere of radius $r_{0}$. One gets exactly the same expression (Eq. (27) for the electromagnetic field momentum for a charge moving with a uniform velocity equal to the "present velocity", $\mathbf{v}_{\mathrm{o}}$, of the uniformly accelerated charge.

It has been shown explicitly elsewhere that the self-field energy-momentum of a charge moving with a uniform velocity can be represented by the kinetic energymomentum of the charge, provided its electric mass is taken as its inertial mass [29, 31]. It has also been shown that for a uniform
acceleration, the contribution of the acceleration fields to the total field energy of the charge is just sufficient to match exactly the amount needed for its velocity-dependent self-field energy based on its extrapolated motion at a future time [34]. This is possible since both make use of the velocity and acceleration of the charge at $t^{\prime}$, and things in mechanics and electrodynamics are such that the rates of change of energy from both at any later time $t\left(>t^{\prime}\right)$ remain synchronized for a uniformly accelerated charge. We have also presently shown that for a uniformly accelerated charge, but with a nonrelativistic motion (see [34] for a full relativistic treatment), total Poynting flux, including from both velocity and acceleration field terms, at any time is just equal to that of a charge moving uniformly with a velocity equal to the instantaneous "present" velocity of the accelerated charge. Further, it was shown that there is no excess flux in fields that could be treated as radiation, over and above that implied from the instantaneous "present" velocity of a uniformly accelerated charge.

It follows that in the case of a uniformly accelerated charge, its rate of change in kinetic energy is concurrent with the rate of change in its electromagnetic field energy $\mathcal{P}_{\text {field, }}$, and is therefore given by the scalar product of the rate of change of its electromagnetic field momentum $\dot{\mathbf{P}}_{\text {field }}$, with its instantaneous velocity $\mathbf{v}_{\mathbf{o}}$.

$$
\begin{equation*}
\mathcal{P}_{\text {field }}=\dot{\mathbf{P}}_{\text {field }} \cdot \mathbf{v}_{\mathrm{o}}=\frac{2 e^{2} \dot{\mathbf{v}} \cdot \mathbf{v}_{\mathrm{o}}}{3 r_{\mathrm{o}} c^{2}} . \tag{12}
\end{equation*}
$$

## 4 Radiative losses from a charge moving arbitrarily

As long as the charge continues to move with acceleration equal to that at the retarded time (i.e., a uniform acceleration) no mismatch in field energy takes place. However, a mismatch in the field energy with respect to the kinetic energy of the charge could occur when charge moves with a nonuniform acceleration since there is no information in the field expressions about the rate of change of acceleration of the charge (cf. Eq. (3)). In that case the "real" velocity of the charge differs from the extrapolated value obtained from the value of acceleration at the retarded time and the kinetic energy due to the actual velocity no longer agrees with that determined by the acceleration at the retarded time. Then the total energy in electromagnetic fields does not correspond to that expected in self-field because of the "real" velocity of the charge, and it is this difference in the field energy that could be said to be the power loss due to radiation. Thus, in the case of a non-uniform acceleration there will be a mismatch in the field energy with respect to the kinetic energy, calculated from the actual velocity of the charge, since the rate of change of acceleration $\ddot{\text { ven }}$ does not enter in the electromagnetic field expression (Eq. (3)), while it does determine the actual velocity of the charge (after all that is how $\ddot{v}$ gets defined).

We consider a non-relativistic motion of a uniformly charged spherical shell of ra-
dius $r_{\mathrm{O}}$, moving initially with a uniform acceleration $\dot{\mathbf{v}}$ up to some time $t^{\prime}$ and then a rate of change of acceleration, $\ddot{\mathbf{v}}$, is imposed on the charge motion. Now at a time $t_{\mathrm{o}}=t^{\prime}+r_{\mathrm{o}} / c$ the information about the change in acceleration has not yet gone beyond $r_{0}$, hence the electromagnetic fields and the energy-momentum in them outside the charge radius $r_{\mathrm{O}}$ are unaffected by the imposition of $\ddot{\mathbf{v}}$ on the charge motion at $t^{\prime}$. Therefore the electromagnetic energymomentum in fields external to the charge continues at $t_{0}$ to be that of a uniformly accelerated charge, and thus determined from $\mathbf{v}$ and $\dot{\mathbf{v}}$ at $t^{\prime}$. Thus energy in the fields mimics the extrapolated value of the kinetic energy of the charge, with electric mass of the charge taken as its inertial mass, for its erstwhile uniform acceleration [29, 31, 34]. However, due to a change in the acceleration ( $\ddot{\mathbf{v}}$ ), the actual kinetic energy of the charge at $t_{\mathrm{o}}$ is no longer that determined from $\mathbf{v}$ and $\dot{\mathbf{v}}$ alone, as it will contain $\ddot{v}$-dependent terms too. Thus by comparing the change in the mechanical power between the two cases (i.e., uniform acceleration and non-uniform acceleration cases), one should be able to calculate the excess power going in the fields above the actual rate of change of the kinetic energy of the charge.

Laws of mechanics determine the actual charge motion at $t_{0}$, taking $\ddot{\text { v }}$ also into consideration

$$
\begin{gather*}
\mathbf{v}_{\mathrm{o}}=\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)+\frac{\ddot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)^{2}}{2}  \tag{13}\\
\dot{\mathbf{v}}_{\mathrm{o}}=\dot{\mathbf{v}}+\ddot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right) \tag{14}
\end{gather*}
$$

The electrodynamics fields (Eq. (3)) do not take into consideration any rate of change of acceleration. For a finite rate of change of acceleration, the velocity and thereby kinetic energy of charge at $t_{\mathrm{o}}$ would contain $\ddot{v}$, meaning charge would have different kinetic energy than what went into its electromagnetic fields, the latter not taking $\ddot{v}$ into account.
The expression for the kinetic power is,

$$
\begin{equation*}
\mathcal{P}=\mathrm{d}\left(m_{e l} \mathbf{v}_{\mathrm{o}}^{2} / 2\right) / \mathrm{d} t=m_{e l} \dot{\mathbf{v}}_{\mathrm{o}} \cdot \mathbf{v}_{\mathrm{O}} \tag{15}
\end{equation*}
$$

which for a uniform acceleration case $\left(\ddot{\mathbf{v}}_{\mathrm{o}}=\right.$ $0)$ from Eqs. (5) and (6) is,

$$
\begin{equation*}
\mathcal{P}_{1}=m_{e l} \dot{\mathbf{v}} \cdot\left[\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)\right] . \tag{16}
\end{equation*}
$$

The expression for the power going into the kinetic energy of the charge in a nonuniform acceleration case ( $\ddot{\mathbf{v}}_{\mathrm{o}} \neq 0$ ), from Eqs. (13), (14) and (15) is

$$
\begin{align*}
\mathcal{P}_{2} & =m_{e l}\left[\dot{\mathbf{v}}+\ddot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)\right] \\
& \cdot\left[\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)+\frac{\ddot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)^{2}}{2}\right] . \tag{17}
\end{align*}
$$

But this is not the power going into the changing electromagnetic fields of the charge, which does not involve $\ddot{\mathbf{v}}$ (see Eq. (3)) and is thus still given by Eq. (12), and equals $\mathcal{P}_{1}$ (Eq. (16)). The excess power, $\Delta \mathcal{P}$, going into the fields over and above the actual kinetic power of the charge $\left(\mathcal{P}_{1}-\mathcal{P}_{2}\right)$
then is,

$$
\begin{align*}
& \Delta \mathcal{P}= m_{e l} \dot{\mathbf{v}} \cdot\left[\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)\right] \\
&-m_{e l}\left[\dot{\mathbf{v}}+\ddot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)\right] \\
& \cdot\left[\mathbf{v}+\dot{\mathbf{v}}\left(t_{\mathrm{o}}-t^{\prime}\right)+\frac{\ddot{\mathbf{v}}\left(t_{0}-t^{\prime}\right)^{2}}{2}\right], \tag{18}
\end{align*}
$$

which to the lowest order in $t_{\mathrm{o}}-t^{\prime}\left(=r_{\mathrm{o}} / c\right)$ is

$$
\begin{equation*}
\Delta \mathcal{P}=-m_{e l} \ddot{\mathbf{v}} \cdot \mathbf{v}_{\mathrm{o}}\left(r_{\mathrm{o}} / c\right) \tag{19}
\end{equation*}
$$

Substituting for the electric mass of a charge, $m_{e l}=2 e^{2} / 3 r_{0} c^{2}$, the excess power in the electromagnetic fields is,

$$
\begin{equation*}
\Delta \mathcal{P}=-\frac{2 e^{2}}{3 r_{\mathrm{o}} c^{2}} \ddot{\mathbf{v}} \cdot \mathbf{v}_{\mathrm{o}} \frac{r_{\mathrm{o}}}{c}=\frac{-2 e^{2} \ddot{\mathbf{v}} \cdot \mathbf{v}_{\mathrm{o}}}{3 c^{3}} \tag{20}
\end{equation*}
$$

This is the formula for power losses from a radiating charge.

We can write this power loss being due to a radiative drag force $\mathbf{F}$ as the charge moves with a velocity $\mathbf{v}_{\mathrm{o}}$.

$$
\begin{equation*}
\Delta \mathcal{P}=-\mathbf{F} \cdot \mathbf{v}_{\mathrm{o}}=\frac{-2 e^{2} \ddot{\mathbf{v}} \cdot \mathbf{v}_{\mathrm{o}}}{3 c^{3}} \tag{21}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[\mathbf{F}-\frac{2 e^{2} \ddot{\mathbf{v}}}{3 c^{3}}\right] \cdot \mathbf{v}_{\mathrm{o}}=0 . \tag{22}
\end{equation*}
$$

Since in Eq. (22) $\mathbf{v}_{\mathrm{o}}$ is an arbitrary vector, implying that the equation is true for all values of $\mathbf{v}_{\mathrm{o}}$, we have

$$
\begin{equation*}
\mathbf{F}=\frac{2 e^{2} \ddot{\mathbf{v}}}{3 c^{3}} \tag{23}
\end{equation*}
$$

Here it could be objected that one could add to $\mathbf{F}$ any arbitrary vector $\mathbf{A}$ such that
$\mathbf{v}_{\mathbf{o}} \times \mathbf{A}=0$, and still satisfy Eq. (22). For instance, the force on a charge in a magnetic field $\mathbf{B}$ is proportional to $\mathbf{v}_{\mathbf{o}} \times \mathbf{B}$. However, since no power loss results in such a case, it does not represent any radiation reaction force. Therefore Eq. (23) remains valid for the radiation reaction force.

This formula for radiative drag force or radiation reaction is the same as derived in literature from the self-force of a charged sphere. But we have here derived radiation reaction and the radiative losses from the kinetic power of the electric inertial mass of a charged particle.

It has sometimes been stated in the literature [16] that radiation reaction is not represented correctly by Eq. (23), and that it should instead be calculated from Larmor's formula for radiative losses. However, that is an erroneous statement and by using synchrotron radiative losses as an example, it can be conclusively demonstrated that the radiation damping calculated from Larmor's formula (or its relativistic generalization Liénard's formula) does not yield results compatible with the special relativity and further, violates energy-momentum conservation [26].

In an assumedly uniform and homogeneous magnetic field, a charge will be moving in a helical path with a velocity component $\mathbf{v}_{\|}=\mathbf{v} \cos \psi$, parallel to the magnetic field, where $\psi$ is the pitch angle (i.e., angle with respect to the magnetic field vector) of the charge. Since the radiation is confined to a narrow cone around the instan-
taneous direction of motion of the charge [5, 8, 35], from Larmor's formula (or rather from Liénard's formula), any radiation reaction on the charge will be in a direction just opposite to its instantaneous velocity vector [36, 37], implying no change in the pitch angle of the charge. Thus the ratio $\mathbf{v}_{\perp} / \mathbf{v}_{\|}=\tan \psi$, will not change. However, there is something amiss in the above arguments and the above picture is not consistent with the special theory of relativity. A more careful consideration shows that in the case of synchrotron losses, the velocity component parallel to the magnetic field $\left(\mathbf{v}_{\|}\right)$of the charge remains unaffected, while magnitude of $\mathbf{v}_{\perp}$ steadily decreases due to radiative losses and as a consequence the pitch angle of the radiating charge in general changes, with the charge motion gradually getting aligned with the magnetic field direction [27]. Thus the dynamics of the charged particle computed from Larmor's formula (or its relativistic generalization Liénard's formula) does not yield results compatible with the special relativity and that only the radiation reaction formula yields a picture consistent with the special relativity.

## 5 Conclusions

From mechanical considerations of electric inertial mass of a charge, formulas for radiation reaction and radiative losses were derived, albeit in a heuristic manner. The derivation made use of the fact that,

1. A moving charge has an electromagnetic field momentum which we can infer from classical mechanics if one uses its electric inertial mass.
2. In the case of a uniformly accelerated charge, its rate of change in kinetic energy is concurrent with the rate of change in its electromagnetic field energy, and is given by the scalar product of its instantaneous velocity with the rate of change of its electromagnetic momentum.
3. In the case of a varying acceleration, the energy in the electromagnetic fields changes at a different rate than that of change of kinetic energy of the charge and it is this energy difference that is not represented in the actual motion of the charge and can be called as a radiative loss.

The accordingly derived instantaneous power loss turns out to be directly proportional to the scalar product of the velocity and the rate of change of acceleration of the charge as derived earlier in literature from radiation reaction due to the self-force of the charge.
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#### Abstract

In most of the universities and colleges, introduction of Quantum Mechanics starts with failures of Classical Mechanics. Mathematics needed to understand quantum mechanics (operator formalism etc.) starts quite abruptly after that. This paper discusses a simple teaching approach to introduced Quantum Mechanics to the newcomers by answering some outstanding questions which students are hesitant to ask.


## 1. Introduction

Generally, introduction of quantum mechanics starts with failures of Classical Mechanics. Assumptions which are introduced to solve these failures are said to be part of Quantum Mechanics. Wave function and its physical significance, Schrödinger equation and a few problems which can be exactly solved are then discussed. Postulates of operator formalism of Quantum Mechanics and its mathematics start after that. This is the approach taken by most of the UG/PG teachers of the University. Although there is nothing wrong in this approach. But more often, students are left with many unanswered questions. Some of the questions do not arise because of the approach and some questions which arise in their mind get suppressed
because of the totally new view of looking into systems as compared to Classical Mechanics.

Some of the outstanding questions students faces are;

- Whether Quantum Mechanics is a totally new subject/concept
- What is the need of wavefunction and why it has to be a complex function
- Where exactly the transition lies between Quantum world to Classical world
- Why there is a Uncertainty relation and whether it is possible to experimentally verify it
- Why there is any need of Vector space, Hilbert space, operators which are linear and Hermitian in nature

This paper discusses a teaching approach to understand the answers of all these above mentioned questions which often students hesitate to ask and also are unable to find them in standard textbooks [1, 2].

## 2. Introduction Mechanics

It is a wrong notion which most of the students carry that Quantum Mechanics is the approximation of Classical Mechanics. It is mainly because they see probabilities and approximation everywhere in Quantum Mechanics. In fact, Classical Mechanics is the approximation of Quantum Mechanics [3]. One can derive the Newton's laws of motion which form the basis of Classical Mechanics from Schrodinger's equation. But the Schrodinger's equation itself is non derivable and stands fundamental principle in itself. In many books, it is derived using a free particle example which leads to this misunderstanding. Hence students assume that it is derivable but as a matter of fact it is not [3]. Quantum Mechanics is not a totally new subject or concept. Rather it is mixture of subject like optics, mathematics, and statistics. Relation between Quantum Mechanics and optics lies in the wave-particle duality. Much experimental verification had done to verify both light as well as particle behaves as both particle and wave like. This leads to concept of wave packet. Wave packet is neither a wave nor a particle. It is hanging in between wave and particle. But is has all the essential properties of wave and particle. Many derivations and concepts in optics are taken as it is in Quantum Mechanics. Mathematics and statistics needed for Quantum Mechanics is also not new [4-5]. It was known before. This point should be emphasis to students so that the fear factor of learning entirely new view or concept will go away. Introduction to nine formulations of Quantum Mechanics [6] to the students is also an essential step in the first year Quantum Mechanical course. Mathematical analogies and differences between Quantum Mechanics and Classical Mechanics should be properly conveyed to the students. For example, Quantum Hamiltonian-Jacobi formalism and it's analogy in Classical Mechanics [7].

## 3. Complex wavefunction

Wavefunction has to be complete description of the quantum system then it has to be a complex function. Complex numbers were invented because of our inability to tell the root of -1 . This inability
leads us to call it an imaginary number denoted by i. However if we square it up then it yields an exact answer, a real number that is -1 . If the wave function is complex, then it will behave in the same way. But to know why it has to be a complex function consider following arguments. Due to wave-particle duality, one needs to consider concept of wavepacket. The most generalized solution of a wave equation is given by,

$$
\begin{equation*}
A(z, t)=C e^{ \pm i[(k z \mp o t]} \tag{1}
\end{equation*}
$$

Eq. (1) shows that $A(z, t)$ is a complex function. Similarly if the wave function has to be a complete description of the system, then it has to be complex function.

## 4. Transition between Classical and Quantum Mechanics

Often, students read in the textbook that classical mechanics is applicable to macroscopic world and quantum mechanics is applicable to microscopic world. However, it is difficult to pinpoint at which size scale exactly the transition between Quantum Mechanics and Classical Mechanics happens but surely it is related to magnitude of Planck's constant. As we see below, magnitude of Planck constant ' $h$ ' plays very important role in defining the boundaries of "classical world" and "quantum world". Consider the magnitude of $h$, its value is $6.634 \times 10^{-34} \mathrm{~J}$.s, which is ridiculously small number and in good approximation equivalent to ZERO. Then why it is so important in Physics? Importance of Planck's constant comes from its ability to differentiate between Quantum and Classical world. Any change in the Planck constant value directly affects the location of border/boundary between the Quantum and Classical world. As of today we understand that to observe Quantum effects we need to look into atomic and molecular world i.e. Microscopic world and classical effects are connected with our day to day experiences i.e. Macroscopic world. In other words as we increase the size of the objects then one can see the transition between Quantum world to classical world. Only thing is we don't know
yet what the exact size is, where this transition happens.

Let us think of two cases where Planck's constant ' $h$ ' is different from its value of $6.634 \times 10^{-34}$ J.s. Imagine there exists a switch with which we can change the value of ' $h$ ' from its current value. However there is no guarantee that Universe will remain same and life forms will survive this change. We will consider following two cases based upon this.

Case I: When $\mathrm{h}=6.634 \times 10^{-33} \mathrm{~J} . \mathrm{s}$
Suppose the magnitude of $h$ is one order more than the current value. De Broglie wavelength is defined by $\lambda=\mathrm{h} / \mathrm{p}$ where p is the momentum. So comparable to existing world, wavelength in this world will be one order of magnitude greater. If the wavelength becomes large then it will easier to observe the quantum effect. So size wise we will see the transition between Classical to Quantum World bit early than the current one.

Case II: When $\mathrm{h}=6.634 \times 10^{-35} \mathrm{~J} . \mathrm{s}$
In this case ' $h$ ' is smaller than an order of magnitude compared to current one. De Broglie wavelength becomes smaller in this world. Hence if the wavelength becomes small then it will become difficult to observe the quantum effect. So size wise we will see the transition between Classical to Quantum World bit later than the current one.

## 5. Uncertainty relation

Wave particle duality and wavepacket concept in Quantum Mechanics are responsible for Heisenberg uncertainty principle. The entire derivation of uncertainty principle from the definition of uncertainty in statistics is very well given in almost all the leading text books of Quantum Mechanics. Researchers nowadays are investigating rigorous interpretation of Heisenberg's uncertainty statements [8, 9].

In the normal text books, uncertainty relation is further explained using thought experiment. Student
often assume that the experimental realization of uncertainty relation is very difficult and hence has not done till now. So that is why a thought experiment is given in most of the books. Given below a simple explanation of energy time uncertainty equation

Consider the energy time uncertainty equation and let us assume that it is approximately equal to Planck constant ' $h$ ' (although it is $\hbar / 2$ ).

$$
\left.\begin{array}{l}
\Delta E . \Delta t \sim h \\
\because \Delta E=h \Delta v \\
\Rightarrow h \Delta v \Delta t \sim h  \tag{2}\\
\Rightarrow \Delta v . \Delta t \sim 1
\end{array}\right]
$$

Now let us analyze the last relation i.e. $\Delta v . \Delta t=1$, by considering the case of continues wave (cw) laser and pulsed laser.

## Case I

Let us consider the case of cw laser first and recall the basic properties of a LASER. Laser light is highly monochromatic, coherent and directional. Monochromatic means it emit only one frequency, so if we keep a spectrometer in front of it, we will be able to see that the frequency vs intensity graph shoots up only at one particular frequency (with ideally zero width) and then it goes to zero as shown in following fig. 1. Fig. 1 resembles to graph of delta function.


Fig 1: Frequency vs intensity graph of monochromatic continuous wave laser.

Let us now write the frequency time uncertainty relation once again

## $\Delta v . \Delta t=1$

Now since the light is continuously coming out of the laser system, $\Delta \mathrm{t}$ in this case is infinite. So using above relation

$$
\Delta v=1 / \infty=0
$$

This implies that the frequency width is zero or in other word cw laser is monochromatic in nature. Also we know that Fourier transform of delta function is a constant function.

## Case-II

Now consider the case of pulsed laser, light from this laser is not coming out continuously, it is coming in the form of pulses having finite duration ranging from few $\mu \mathrm{s}\left(10^{-6} \mathrm{sec}\right)$ to attoseconds ( $10^{-18} \mathrm{sec}$ ). In this case $\Delta \mathrm{t}$ is finite but very small. According to uncertainty relation if $\Delta \mathrm{t}$ is finite but very small, then $\Delta v$ should be also finite. This implies that pulsed laser is not monochromatic, it is polychromatic. In reality, pulsed laser is having frequency width as predicted by the uncertainty relation and can be easily experimentally verified.Hence this uncertainty principle can be verified experimentally in the laboratory having cw and pulse laser.

## 6. Concept of Hilbert Space and Operators

Let us assume a two level atomic system as shown in Fig.2. Wave function of ground level is taken to be $\psi_{1}$ and that of the excited level denoted by $\psi_{2}$. Let the energy of ground and excited state be represented by $\mathrm{E}_{1}$ and $\mathrm{E}_{2}$.


Fig 2: Two level atomic system

Assume $E_{1}$ and $E_{2}$ are experimental values of energy of level $\psi_{1}$ and $\psi_{2}$. Ideally $E_{1}$ and $E_{2}$ should be equal to energy eigenvalues, if the exact form of $\psi_{1}$ and $\psi_{2}$ is known. So the best way to verify a quantum theory is to match calculated eigenvalues with the experimental results if the eigenfunctions are known. This point should be emphasis to students, because this is the link between theoretical concepts and experimental results. To match the calculated eigenvalue with the experimental result (a real number), eigenvalue should be a real number. Only Hermitian operators can yield a real eigenvalue. That is why operators in Quantum Mechanics are Hermitian operators. According to postulates of operator formalism, any arbitrary wavefunction $\psi$ representing a quantum system such as a two level atomic system can be given by

$$
\begin{equation*}
\psi=C_{1} \psi_{1}+C_{2} \psi_{2}=\sum_{n=1}^{2} C_{n} \psi_{n} \tag{3}
\end{equation*}
$$

Where, $\left|\mathrm{C}_{\mathrm{n}}\right|^{2}$ equals the probability that the system is in the state $\psi_{\mathrm{n}}$. There are infinite numbers of values $\mathrm{C}_{\mathrm{n}}$ can take. Hence number of $\psi$ 's which represent a two level quantum system are infinite. So even if we consider a simplified two level system, number of $\psi$ 's which can represent the system are infinite. In Quantum Mechanics, we represent all these $\psi$ 's on Hilbert space. Hilbert space is defined as "A complete and infinitedimensional complex Euclidean Space". In a realistic quantum system, there are infinite numbers of levels. So the number of eigenfunctions (and hence basis) will become infinite. Hence the Vector space becomes infinite dimensional. Numbers of arbitrary vectors which also represent the system grow even larger because of the inclusion of infinite number of basis vectors. In fact, number of arbitrary vectors grew so large that each Cauchy sequence in a vector space having $n$-dimension denoted by $\mathrm{H}_{\mathrm{n}}$ converges to a limit in $\mathrm{H}_{\mathrm{n}}\left(\left\|\psi_{\mathrm{i}}-\psi_{\mathrm{k}}\right\| \rightarrow\right.$ 0 , for i and $\mathrm{k} \rightarrow \infty$ ). This is the exact requirement for a Vector space to be complete. Wave function is a complex function; therefore we need to consider a complex Euclidean space. This is the reason, why
we need to define wavevectors and operators on Hilbert space. Once this point is clear to students, rest is all mathematics.

## 7. Conclusion

A simplified teaching methodology is presented for the benefit of students. Although the complete introduction to the subject is not presented, nevertheless it provides answers to some outstanding questions which students face while dealing with the Quantum Mechanics for the first time. Classroom feedback to this introduction was very well appreciated by students. Many of them were surprised by this unorthodox approach to the beginning of their journey in Quantum Mechanics.
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